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Executive Summary

This documentGCLARYD3.3, aims to provide evaluation resudtsd final refinements on the proposed

and refined5G-CLARITWser and control plane architecture, which is reporte®&CLARIT®3.1[1], and
5GCLARITD3.2[2]. Theproposednetwork structure its componentsand related solutions reporteth

this documentare aligned withthed b SG 62 NJ Cdzy OG A2y FyR ! LILX AOlL GAZ2Y
whichpresented ircGCLARITH2.2[3].

In a nutshell 5GCLARITY3.3 provides performance evaluations, implementational details and final
refinements for the following items:

1 Spectrum sharing frameworkusing citizens broadband radio service (CBRS)The proposed
frameworkis based onan endto-end (E2E)cloud native ad fully disaggregated 5G New Radio
(5GNR solution Thisemploys3rd-party distributed units PU9 and radio units RUJs) with multi-
wireless access technologWAT) support and enablement afear realtime (nearRT) adioaccess
network (RAN intelligentcontroller RI1G xApps to deliver to the pilst

1 Multi-connectivity and5GCLARIT¥AT3S frameworksA completedesign and evaluation of the
5GCLARITYnulti-connectivity frameworkis provided The throughput, reliability and latency
metrics are investigatd fora multi-WAT basedhetwork. An investigation study is also introduced
on the operational flowsndalgorithms to implemenhigh- and lowlevelenhanced acesdraffic
steering, switching,and splitting (eAT3S)

1 AdvancedResource management frameworkeepmulti-agentreinforcementlearning DMALR)
based autonorit LiFi attocellular network slicinjamework is introducedWi-Fi network slicing
based orWi-FiAP<airtime sharingscheme ipresentedwhichconsideredhe spatial and temporal
users and traffitoad across the network

1 Positioning framework: The multtWAT basedlocalisation architecture is optimized and
synchronization capabilities are also includ@dATspecific positioning schemeshich operates
on sub-6GHz, mmWave and Eiibands and their performance evaluation are presented.

1 Integrated 5SGNR/WAFI/LiFi network performance evaluationEnhanced system level simulator
with additional features and functionalitigs presented. Thénk quality and performancenodels
are employed to capture the potential reflection of the hlgvel simulations on the higher levels.

In Section 2, the spectrum sharing network that benefits from the CBRS Alliance dynamic spectrum access
paradigm isgiven Accordingly, the baseknlegacy architecture as well as the newer specifications are
provided. Then, the cloud native, disaggregated radio access networks (RAN) and 4G/5G generalised CBRS
solution is presented. The obtained results are compared with the Wireless Innovation Forum
(WINNFORUM) test harness, where an example testcase is also presented.

In Section3, the final evaluation of the muktonnectivitywith a novel application programming interface
(API) to modify traffic steering policies and its demonstration has beesepted. Moreover, benchmarking
of the 5GCLARITYhulti-connectivity framework is obtained by using rearld 5GNR, Wi and LiFi
infrastructure.Several algorithms for th€ GCLARITNroposed enhanced access traffic steering, switching,
and splitting (eA3S) framework are presented and evaluated.

In Section 4the intelligent WiFi and LiFi slicing schemes to provide custom resource utilization flexibility
are introduced The network slicing problem is formulated, and the decisimking problem is solved by
the developed algorithmsA DMARI:-based autonomic LiFi attocellular network slicing framewadsk
introducedalong with the computer simulation resulResultsaare ako presented on a slicalfi-Finetwork
basedontheVi-Fil t 3Q | ANIAYS AYGSNFIFOS &aKFINAYy3ID
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In Section 5we present theWi-Fi mmWaveand LiFi WATs based localization framewdhe WATssub-
6GHz, mmWave bands and LiFi based advanced positioning framework is evaluateslirasdlts for real
world measurements are presented solution for the synchronization problem ihe downlink time
difference of arrival (DILDoA) is also presented.

In Section 6an objectoriented programming (OOP) based system level evaluation simulator with enhanced
simulation capabilities ideveloped Theenhancedsimulator could capture more realistic scenarios as well
as higher level architectural processing top of the link level simulations. The section reports achievable
signalto-interferenceratio (SIR) distributions along with thieroughputresults.
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1 Introduction

This documentb GCLARITH3.3, provides the final refinements on the initially desigaad proposedbG
CLARITYontrol and user plane ahitecture, which is reported iBGCLARITD3.1[1]. This deliverable

coversthe last tier of refinements and potentideviations from the initisdbG-CLARITd6ntrol and use plane
architecture The design and implementation details of thtegrated coexistence, muionnectivity,

resource managementand positioning/localization frameworks araligned with the 5GCLARITY
architectural principlesand technicalNB lj dZA NEYSy Ga FT2NJ abSGg2N] CdzyOiA
provided in 5GCLARITYD2.2 [3].The final refinements and evaluations in this deliverabn be
summarized as follows:

1. TheCitizens Broadband Radio Ser(ilG8RS) bad spectrum sharing framewotkat enableshe
co-existenceto the 5GCLARITYietwork structureis investigated and théestbed results are
provided

2. Advanced multconnectivity frameworkvith multi radio access technology (RAfplementation
and validation are providednhanced acesdraffic steering,switching,andsplitting (eAT3Salong
with the achievable throughput, latency and ieddility performances are investigatednd the
results arepresented

3. Advanced resource managemenameworks aredeveloped which inorporateinterface selection,
dynamicresource allocationand machine learning (ML) baserbtwork slicingo supportdiverse
services The overallperformance enhancement of sliced LiFi alf@Finetworks by usingDMARL
and bandwidth estimatioralgorithmsare investigated, considering the netwovkriableload in
spatial and temporagpaces

4. The performance of the advanced mulMAT based localization frameworkr&ported. The WATS
sub-6 GHz, mmWave and LiFi are investigl, whereasynchronization framework is alpooposed,
and the performance evaluation isreported. The positioning accuracy and reliability key
performance indicators (KPIs) the 5GNR/WFi/LiFibased network i®btained by the reaworld
measurementesults.

5. TheachievablesG-CLARITYystem area capacity KRiaa new iteration of theeGCLARITSystem
level simulator isprovided. Theperformance of theSGNR/WAFI/LiIFi WATs base8GCLARITY
network is also investigatedby obtaining thesignatto-interference ratio (SIR) distributiorand
aggregatedareacapacity valuesdemonstrating that the project KPIs are achieved

1.1 Scope of this document

5GCLARITD3.3 takes inputs from the previous WB8liverables5GCLARITD3.1[1] and 5GCLARITY
D3.2[2] as well as the previous and present WRZCLARITD2.1[4], 5GCLARITD2.2[3], 5GCLARITY
D2.3[5], and5GCLARIT®2.4 andbG-CLARIT®2.5[6]. The output of this document is going to be utilized

by the5GCLARITWP2 (D2.555GCLARITWP4,5GCLARITWPS, andbGCLARITWP6. The preparation

and a successful delivery of tfe5CLARITYD3.3 marks the accomplishment of the milestone MS3.3
oComplete control and user plane design to support coexistence of private and public networks, operates in
licensed and/or unlicensed bands, muwhbinnectivity to 5G/WFi/LiFi, with enhanced agegate area
capacity and positioning performance is ready and evaluated

In 5GCLARITYD3.1 [1], the stateof-the-art technologies on integrated network coexistence, multi
connectivity, resource management, and positioningiavestigated, where the initiddGCLARITiYetwork
design with the 5GNR/\ARi/LiFi wireless access technologies (WATS) is also proposed. Accotiaatoly,
CLARITNetwork user and control plane structure is focused @mon3GPP access to the 5G caosgwork,
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(i) coexistence of public and private networks via spectdatabases(iii) multiconnectivity via 5GNR/Wi

Fi/LiFi, (iv) resource management and the traffic routing on the access network level as well as resource
scheduling on the access poi#P) level, and (v) indoor positioning with tewel localization and ns level
synchronization capabilities.

In 5GCLARITD3.2[2], the refinementsand improvement®n the state-of-the-art network desigrthat is
initially proposedin 5GCLARITY3.1[1] arecaptured and a preliminary performance evaluation is included
Especially, the neBGPP accessvhich isanintegral part of themulti-connectivity frameworkas well as
the control and user plae functionalitiegalgorithmshave beeremphasizedMoreover, refinements and
evaluation regarding the resource managemsent investigated both by computer simulations and
laboratory measurements in the developed testbed environméastly, the evaluatioof the multtWAT
based localization performance wakoinspected andnitial results were reported. Note that a potential
way forward is providedfor coexistence, mulconnectivity, resource management, and positioning
frameworks to finalize the desigwhich is envisageid meetthe relatedkey performance indicators (KPI)
andtechnical objectives of thBG:CLARIT}roject.

IN5GCLARIT®3.3,the last tier of therefinements and potential diversions from the initégsignthat has
been proposed ibGCLARITD3.1[1] are covered Therefore the final 5GCLARITSystem architecture
whichincludes both the theoretical and practical consideratiémsuser and control planunctionalities
algorithms andimplementationsare providedin the current deliverable5GCLARIT®3.3 Moreover, the
technical objectives OBIECK2 to OBJTECHb areaddressed via development dfi¢ advancedspectrum
sharing multi-connectivity resource managementoexistenceand localization framework3 he inherited
frameworks from5GCLARITD3.1 andbGCLARIT®3.2are enhancedand the results for the final design
are presentedlt is important to note that the findingand final design details obtaineéd 5G-CLARITY3.3
will be reflected orbGCLARIT®2.4, D2.5, D4.3 ancb.

1.2 Obijectives of this document

In the following, he specific objectives of thiSGCLARITY33 will be presented Accordingly the
deliverable objectivesould bemappedto the overall technical objectives of tHe&5CLARITproject(in the
format of OBJTECHX), 6 KA OK | NB &dzYYI NAT SR Ay (i KSasfan®se SO0 Qa

1 D3.3 OBJ1: Further validation of themulti-technology coexistence framework that enables
efficient spectrum sharing between the private and public netwo@8JTECR).

1 D3.30BJ2: Development of the muliconnectivity framework whichintegrates the 5SGNR/W
Fi/LIFIWATsby evolvingthe 3GPPReleasel6 capabilitiesThe developed network will beble to
provide (i) more than 1Gbps downlink (DL) user experienced data rateegsithan a millisecond
latency in the air interface through multi/parallel access, diiileast six 9s reliability through smart
interface selection, and (iv) verticahhdover time less than 5 n{®BJTECEB).

1 D3.30BJ3: Provision ofsystem area capacity of more than 500 Mbps per meter sqbgréhe
utilization of smart radio resource management (RRM) algoritf@BITECHY).

{1 D3.30B}4: Simultaneous support of positioning and relateghchronizatiohinfrastructure over
the proposed 5GNR/M\ARi/LIFi WAThetwork, whichcan provide; (i)less than a centimetre peak
positioning along with 99% availability for less than a meter positioninguaacy, (i) ns level
synchronization by using the wireless transport of clock distribution protoQ@BgTECHb).

1The synchronization relatedesign andevaluatons are not included in this deliverable because theyehbeen reported irbG
CLARIT®2.4.
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1.3 Document structure

The rest of the document is structured as follows:

1 In Section 2the D3.30BJl is coveredwherethe spectrum sharing netwottkat benefits from the
CBRS Alliance dynamic spectrum access paradigm is presented.

1 Section3 covers theD3.30BJ2, wherethe final evaluation of the muktonnectivityframeworkis
provided.

1 In Section 4both the D3.30BJ2 and D3.30BJ3 are partly cvered. Accordinglyintelligent WiFi
and LiFslicing schemedtt provide custom resource utilizatidtexibility to the designed network
isgiven

T In Section 5the objectiveD3.30BJ34 is addressedThe 5GCLARITproposed5GNR, Wi and LiFi
WATSs based localization frameworlprevided

1 In Section 6the D3.30BJ3 is coveredAn objectoriented programming (OOP) basggstem level
evaluation simulatowith enhancedsimulation capabilities is presented.

1 And, finally, theSection 7concludes the deliverable.

1.4 Evaluation Methodology

The main goal of D3.3 is to evaluate the fulfiimehthe 5GCLARITYser and control planebjectives
defined in the DoATo achieve this goalhe 5GCLARIT¥onsortium partners have develope set of
evaluation tools ranging from laboratory testbedssimulation engines. In this section we briefly introduce
our evaluatiortools and clarifithe approachwe have followed toassign these tools to our targtdchnical
objectivesvalidations.

Tablel-1 describes the evaluation tools available to the consortium, highlightingdlagion of these tools

to the 5GCLARITdrchitecture describedn D2.2[3]. It also defineswhich part of the architecture is
validated witheachtool, as well as clarifyg what extensions to the tools have been done specifically in the
context of5GCLARIT. ¥iore detail on theevaluation tools is included in the subsequent sections.

Tablel-1. Tools developed to support D3.3 evaluation methodology

Evaluation

Main

Relation to 5GCLARITY

Tool devdopment within

Tools partner architecture Discussion 5GCLARITY
Infrastructure stratum ;
— | Testbed deployed ir -
CPE’.5.G gNB, WiFi6 laboratory environment. Added LIF APs t
Bristol  Multi and LiFi AP i | infrastructure stratum
connectivit UNIVBRIY Network Functi d A 100MHz n77 license | Development of CPE
y 5 MeWwork _FUNCELon_ang 5 ajjaple to be used a _ _p _
testbed éDD|I062$gsstratum 5|G this testbed. Provisioningof 5GCore and
ore, user plar ) i
ston p 5G radio based on NOK AT3S user plane function
; | Testbed deployed i
Infrastructure Stra_tu_m . Iaboratory environment. Development of CPEsame
i CPE, 5G gNB, WiFi6 Al ) .
BOSCH Muki _ A 40 MHz n77 license | software as Bristol testbed)
connectivity | I2cAT | Network Function _and . aijaple to be used a Provisioningof 5GCore and
testbed Application stratum 5G | s testhed. AT3S user plane functig
Core, AT3S user plar ) : . .
. 5G radio based of (identical to Bristol testbed)
function Amarisoft
Multi- Infrastructure _stratum | Testbed suitable only tg :
UGR
Connectivity Emulated through VMs | evaluate control plane Developed from scratch i
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virtual testbed

Network Function and
Application stratum 5G
Core, AT3user plane
function

procedures

5GCLARITY
Availableopen sourcq7]

Localization
testbed

IHP

Infrastructure stratum
software defined radios
(SDRp required to
support localization
methods

Network Function and
Application stratum
Positioning server

Testbeds for suld GHz
and mmWavec 60 GHz
localization.

FrameworkDevelopmentor
running localization
algorithms on Ettus N32
SDRs

Support for bandwidths of
160 MHz: signal processir|
functions for this bandwidth
¢ previously not available if
radios used at IHP; intelliger
functions for accelerateq
signal processingo achieve
guasi reattime performance.

mmWavepositioning system
with IHP radds (mmWave
IHP  radios were no
developed within 56
CLARITY). Adapting tt
radios to support 60 GH
COTS modules. Algorithn
for positioning, using the
obtained distance|
measurements.

Tools for evaluation of the
performance of the
positioning systems These
tools use real obtained dat
to estimate the positioning
performance of the
developed system.

System Level
Smulator

USTRATH

Infrastructure _stratum
Simulated

Simulation
designed

engine
to evaluate
system level capacitie
with large number of]
devicesand APs

This System level simulato
has been entirely develope
during the 5GCLARIT
project. First it was built
based on procedures an
functions call. Thenn D3.3
it is redesigned by using
objected oriented
programming (OOP). This
allows to evaluatecomplex
wireless communicatior|
scenarios, such asthe
Coodinated multipoint
(CoMP data transmission
approach

ORAN CBR
testbedPoC

ACC

Infrastructure stratum
Includes only 5G gN
and RAN cluster

Management and

Orchestration _stratum

The 4G integrated CBH
client from Accelleran
was already available 3
background IP  and
commercial solution for

the 4G E102 Series

This is an open source tog
from WINNFORUMt can be
used for official FCC CB
certification if the company
using it is a CBRS Allian
Member. Otherwi an

5G-CLARIT[H2020871428]
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Emulated
communication
CBRS SAS

with

Small Cell. Sinc
Accelleran  plans g
market a 5GCBR&loud
native anddisaggregated
RANsolution in 2023 the
first stepping stone was
to enhance the CBR
client for 5G, making i
cloud native and align i
to O-RANdisaggregated
RANarchitecture. Thiss
what this initial CBR
PoCltest setup)
developed within 56
CLARITWas used forTo
check if thePoC was fit
for purpose to be used a
a suitable baseline for
future production. The
WINNFORUM test
harnesstool was used to
validate conformance o
CBSD to SAS protog

procedures. This
WINNFORUM Teg
Harness is wused t
achieve CBRS F(
conformane. As
mentioned above,
Accelleran  plans g
develop this 5G
disaggregated CBR

PoC/Test Setupfurther
so thatthey can have a
product into the market
for 2023.

applicable feeneeds to be
paid. For lab testing it is fre
to use.

After describng the available evaluation tools, waescribein Tablel-2 the rationalewe have followed to
address the WP3G-CLARIT¥chnical objectives using thevailabletools. We note that in addition to the

arguments provided iTable1-2, we have also tried to load balance the evaluations across the different

tools, to avoidthat a particulartool becomesa bottleneck

Table1-2. Mappingof 5GCLARITY WP3 Technical Objectives to evaluation tools

DoA objective
OBJTECHR: Design and validation of a mult
technology coexistence framework thg
enables efficient spectrum sharing betwee
privateand public networks

Selected Tool

ORAN
testbed

CBR

Discussion

The ceexistence architecture framework of
CBRS was proposed to mandaige inter-domain
and intradomain co-existencein 5GNR The
main aspect done iIrbGCLARITYh terms of
implementation was theenhancementof the
integrated 4G CBRS client focloud nativesG-
NR implementation based ora disaggregated
RAN This initial PoC was validated against t
WINNFORUM test harness tpaiich is usedbr

CBRS conformance testing for FCC certificat

5G-CLARIT[H2020871428]
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This validatio served to prove that this Po
could be integrated in a product to be
commercialised in 2023.

OBJTECHB: Design and development of | Bristol Multi | The Bristol testbed is selected for this ta
multi-connectivity framework integrating connectivity because of the 100 MHz n77 license and
5G/WHFi/LiFi evolving 3GPP R16 capabilil testbed availabilityof the NOKIA 5G gNB, which make
by: the best testbed to measure¢he aggregated
Downlink user experiencethta rates > 1 Gbp over-the-air througput.

OBJTECHB: Design and development of | BOSCH Muki| Having onlya40MHz 5G carrigthe work on this
multi-connectivity framework integrating connectivity | testbed is focusedat comparingthe latency
5G/WiFi/LiFi evolving 3GPP R16 capabilil testbed performance of 5GNR and MWW and

by: Latency in the air interface < 1 ms throu
parallel accessReliability of at least six 9
through smart interfaceelection

understanding how the MPTCP based muy
connectivity can be used to minimize lateranyd
improve reliability

OBJTECHEB: Design and development of
multi-connectivity framework integrating
5G/WHFi/LiFi evolving 3GPP R16 capabili
by: Vertical handover times <5 ms

Multi-
Connectivity
virtual testbed

Mobility evaluation is costly in laboratory
testbed, due to the large spaces required a
the difficulty of confining the signal from ead
radio within the target evaluation range.
In addition, mobility performance within the
context of 5GCLARITHas two components: i
the time required to access a wireless netwo
and ii) the time required to establish the MPT
session. We note that point i) is RAT specific g
therefore, outside the scope o5GCLARITY
Therefore, ve decidel to usethe virtual multk
connectivity testbed because it fully evaluat
the MPTCP related delays and offers f
required flexibility to perform mobility|
experiments.

OBJTECH!L: System area capacity > 5( System level Evaluating area capacity requires connect
Mbps/m2 through smart RRM algorithms simultor manydevices and deployinganyAPs, for which
the laboratoryor the virtualtestbedsare not a
good choice.
The System Level Simulator is the right tool
address this objective.
OBJTECHKbL:  Simultaneous support of | Localization Localization testbed is chosenbecause it
synchronization and positioning services o\ testbed contains the SDR devices that implemehe

the proposed 5G/WHFi/LiFi infrastructure:

i. Positioning to a peak accuracy < 1 cm, §
availability of < 1 meter accuracy 99% of t
time. ii. Synchronization to the Hgvel via
wireless transpdr of clock distribution

protocols

developed localization algorithms.

In the followingsections we addfurther insights to the design of tools used for the evaluatiamd to the
results of the evaluation of the different technical objectives.

1.5 Fulfilment of 5GCLARIT#unctional requirements and KPIs

In this sectionthe mapping between the project objeuts,as defined in the DoWteglated requirement

5G-CLARIT[H2020871428]
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KPls as defined in previousG-CLARIT®2.1 and D2.2and verification of thoselements bythe specific
component that has beedevelopedduring the lifetime of the projectawell aghe verification withn the
sections in this deliverable is provided in the following table.

Project

Obijectives

Requirement/KPI

ID[D2.1, D2.2, KPI

Requirement/
KPIDescription

Tablel-3 Requirements and KPIs Mapping

Component

Means ofVerification/
Status

TrackingSheet]

D22CLARITXFAS

The5GCLARITietwork

functionand
applicationstratum shall
decouple downlink and

[D3.3 Section]

Sections3.2.1, 3.2.2 3.2.3
3.2.4providefunctional

R16, ; o validation ofdefault,
OBJTECHS KPIFUNCREQLS, :Egﬂﬁé\r/intshn;lzzlogbsil?tnio MPTCP redundant round robin, and
KPIFUNGREQ19 Apabliity 5GCLARITMPTCP
schedule downlink and schedulers
uplink traffic to different '
WATSs.
Wi-Fi airtime . .
The5G-CLARITietwork based Sectionst.1 and 4.2rovide
D22CLARITMFAS |functionand schedule evaluation results of
R18, applicationstratum LiFiairtimtra network-wide slicing of WFi
OBJTECH! | KPIFUNGRE®20, |shallallow controlling schedulin networks with variable loads
KPIFUNGRE@®21, |physical resources of LiFis ectrugm and autonomid_iFi
KPIFUNCRE®@22 |5GNRgNBsWi- P attocellular network slicing,
) - resource X
FiandLiFiAPs. ; respectively.
scheduling
The5_GCLARITNetwork Section presents how dRAX
functionand
o can host a spectrum related
applicationstratum shall . )
support hostingkAppsto dRAXnear/n microservice and hosts
D22CLARITNFAs |UPP KAPP M | Apps Sectiors 2, 3, 4 and 5
provide value added on-reaktime . .
R19, . . provide cetails and
OBJTECEB services such as spectrum RIC); .
KPIFUNGREQLY9, o L evaluations orspectrum
access system, localizatiorf Positioning .
KPIFUNGRE@23 . accessmulti-access,
server, realtime access server . i
! integratedWi-Fi/LiFi network
traffic controller, o
. — controllerand localization
integratedWi-Fi/ frameworks respetivel
LiFinetwork controller, etc. 5 resp y
The xApp deployment in the
Lr;]ec‘:’igfaLrﬁjR'T"etwork 5GCLARITRAN clusteis
o dRAXnear/n | discussedn Sections 2.4.2
OBJTECHS D22CLARITNFAS apph_caﬂonstratum shall on-reakiime |and 3.1.
R20 provide necessary . .
RIC) Telemetry is demonstrated i
telemetry data to the : :
the demonstration described
hostedxApps. . .
in section 3.1.
Reducing latency in the air The evaluation results for th
D21-5GC.KP2 interface < Imsfor uplink E2Hatency achievable by th
OBJTECEB . ' and downlink through MPTCP |5GCLARITMulti-
KPIFUNGRE®S o .
parallel access across connectivity framework is
various technologies provided in Sectio3.2.2.
D21-5GC.KP3,
D21TECHJC2.101,
D21-TECHJC2.102, |Providing reliabilityof at The reliability evaluation ang
OBJTECEB | D2LTECHJC2.103, |least six 9s through smart MPTCP |further details are provided i

D21-TECHJC2.104,
D21-TECHJC2.105,
D21-TECHJC2.208,

interface selection

Section3.2.
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Requirement/KPI

Means ofVerification/

O';’Fgg;;‘jes ID[D2.1, D2.2, KPI Eg%‘gg:i‘et?:n Component Status
) TrackingSheet] P [D33 Section]
KPIFUNGRE®6
. : Section 3.2.3 provides furthg
Supporting vertical information and evaluation
OBJTECHR | D2ESCGC.KPA, - |handover between wirelesi \\orop | ragis forless than 5 ms
KPIFUNGREQ7 technologies with handove .
Hmes < 5Ms vertical handovebetween
WATs
Demonstrate aggregate
system area capacity in
relevant indoor scenarios 3 Section 6 providea
500 Mbpsm"2 simulator gevelo ment
OBJTECH D21:5GC.KP% through smart RRM Simulation r0cess anqbresepnts
KPIFUNGRE®8 algorithms and SDN contr¢  platform proce . .
obtained link quality and
frameworks that fully erformanceresults
exploit the capacity of the P
combined5G/Wk
Fi/LiFiaccess
Positioning to a peak The multtWAT positioning
OBJTECHS D21-5GC.KP8 accuracy < 1 cm, and Positioning | framework development ang
KPIFUNGRE®9 availability of< 1 meter server related results are provided
accuracy 99% of the time. in Section 5.
Synchronization to the Rs o
level via wireless transport| Simulation Synchronization results are
OBJTECHs | KPIFUNGREGLO wiretes P demonstrated in D2.4,
of clockdistribution Platform .
section5 and 6
protocols.
dRAXnear/n The detailof a ceexistence
OBJTECH KPIFUNGREQ®2 Validation of slice aware on-reaktime and spectrum sharing
KPIFUNGREQ@14 | spectrum broker RIC) architecture based on CBRS
are presentedn Section 2.
Integrated LTE SAS client .
used in CBRS Small Cell | dRAXnear/n E;Sts/ge%g??aéiiri?: cloud
OBJTECK2 KPIFUNGREQ®L5 |context will be implement | on-reakttime implemented and results are
in ORANdRAXcontent as RIC) plemen ,
provided in Section 2.
anXxApp
. L Localisation server
OBJTECHs | KPIFUNGREQ4 i‘rﬁ?al?igfu” report Poitr'\‘/’;'”g implementationwill be
P provided in5G-CLARITD5.2
mmWave based positioning
OBJTECHS KPIFUNGREGR6 _mmWaveposmon Positioning !nterface det_alls and
interface server implementation results are
providedSection 5.2.
LiFi positioning server
OBJTECHs | KPIFUNGREQ@7 |LiFiposition interface Positioning |implementation and related
server results are provided in
Section 5.3.
Theoretical andimulation
Location management of | Positioning | basedinvestigationsand
OBJTECH KPIFUNGREG28 3GPP and neBGPP acces server related results are provided
in Sectios3.2.35.1, 5.25.3.
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2 Spectrum Sharing Frameworkith CBRS

2.1 Introduction

The spectrum sharing frameworor 5GCLARITYGNRaccess leveragdSBRS Alliance dynamic spectrum
access paradigmas described iEGCLARIT®3.1 This innovative regulatory regimalbeitwasinitially the
focus ofthe United States (US) marketight potentiallybe replicatedelsewhere Its intrinsic advantage is
that since it is based on ati&r approach, it can be mapped thifferent regulatory spectrum regime§hese
include from the usual traditional licensed ones to others where incumbent protection or local vertical
licenses are granted to private network deployments.

2.2 Baseline legacy CBR&hitecture and newer specifications

In April 2015[8] and May 2016[9] the Federal Communications Commission (FCC) established the
regulatory grounds for the CBRS, involving the shared commercial use of the 3.5 GH/(B5™MHz) with
incumbent military radars and fixed satellite stations. Tdexived CBRS specifications daicertification
framework were defined together between the Wireless Innovation Fol®hand the CBRS Allianfdl].

At that time, Long Term Evolution (LTE) was the 3rd Generation Partnership Ri@{&eP) mainstream
technology in usgsincethe 5GNRspecifications were onlgefinedin the 3GPP Release 15 in 2019. As a
result, the CBRS system was based on 3GPPfaT®&hich a specific B48 band was defined in 8@&PP
specifications.

At that time, mog base stations were based on either fully integrated enhanced NodeBs (eNBs)
architectures (Centralised Unit (CD)stributedUnit (DU) and Radio Unit (RU) functionality in the same box)
or Baseband Unit (BBU)/RU splits using Common Public Radio IntgZRaBd) interface. It was still very
early days for a fully disaggregated RAMN&s ondefined by 3GPP with a normative High Layer Split based
on F1 interface between CU and DU, and a Low Layer Split bagedrthaul7.2x interface defined by
Open RANO-RAN) Alliance.

CBRS was defined to make additional spectrum available for flexible wireless broadband use while ensuring
interference protection and uninterrupted use by the incumbent users. The main components of the CBRS
systemare depicted inFigure2-1.

- 1 i

. ah l th Y .._“'\ .."'\
Wel) W) W) Yy
3.5GHz CBRS Radios "CBSDs"
Figure2-1 CBRS overall architecture

In CBRS, a novel thréier sharing paradigm coordinates spectrummcass among the incumbent military
radars, satellite ground stations and temporarily protected Fixed Wireless Access (FWA) legacy stations and
new commercial users.
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The three tiers sharing the 150 MHz of CBRS spectrum are:

1 Protected Incumbentsthis tieris protected from interferenceaused byPriority Access License
(PAL) and General Access License (Ggek$.Theseare primarily radars and Fixed Satellite Service
(FSS) stations (coastal areas mainly) and temporarily the Wireless ISPs-8YG690Hz.

9 Priority Access License (PAlthis tier is protected from interferenceaused byGAA users. U
70 MHzwhere available per countyThis priority spectrum waawarded via auction during 2020
[12]. In principle a maximum of 40 MHz could diféeredto a given licensee.

9 General Authorised Access (GAAbis tier can use any portion of spectrum not assigned to
Protected Incumbents or PALs in an area. A minimum of 80 MHz is reserved for this tiarmigr co
although up to the full 150 MHz can be made available by the Spectrum Access System (SAS) if no
Protected Incumbents or PAL users are presermie area

As described if13] the CBRS framework enables the use of sens@tgork inputs to enable real time
awareness of naval radars and allows dynamic interference protection managed by thesSABwn in
Figure2-2.

91 OK { ! {I LBl & 7 &Y RSLX 2eYSyida 2y GKS t! [ OKIyySt
G OFyG t! [ aLISOGNYzY Ay RAtDGhNBRA G IGRPANRMWKAY O KBI A.
(PALSs) ensure interference protection for deployed nodescbuter no right to exclude opportunistic users

(GAA) when and where the spectrum is not in use. Because the SAS has awareness of the transmit power,
bandwidth and other characteristics of each device authorized to operate in a local area, it can make
assgnments to GAA users that optimize performance and mitigates mutual interference.

Figure 2-3 shows the overall CBRS architecture within an LTE system and the examigigndap of
Accelleran E1012 CBRS fully integrated small cell as starting point for the enhancements needed to:

1 Have CBRS functionality supporting both LTE and 5GNR deployments
1 Have CBRS functionality based on a cloud native paradigm
1 Have CBRS functiortglivorking in a fully disaggregated RAN with separate CU, DU, and RU

» N ¥ N / \ /
/[ / Propagation \, ( CBRS / TD-LTE
/  FCC \ ¢ \_ geodata / \_ rules / \ Wi/

$ " < ) ate, . e / \ _
\\reglstratlons / lite rece;
\ / WISPS Vers

Ecosystem
£ )

/ \ awareness
/ Radar \ ____——|
Naval ships

Q .
\ sensing /
) - = 4
Analysis presian. Coexistence
algorithms making General

Device/ T | Authorized Access
d(e:\ei?:is database Priority Access (PA) (GAA)
interaction

0.

—" (@M

—— P

LTE B48 spectrum

Figure2-3 Overall CBRS architecture in LTE system (using Accelleran small cell as example)
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The CBRA&llianceRelease 1 standard, publish@dFebruary 2018, describdghe extensions required to
3GPP standards to enable LTE operation in the USBZCBR®and It encompassedadio, networks
service and coexistence specification. The network services standard deéoasl Host Networka\NHN

and private networks operatioheCBRS Alliandelease 2 standargublished in April 201@dded Multi-
Service OperatofMSQ and fixed wireless use cases, BB access mode (ndbPSAKA) and User
Equipment (UE) profiles. The standard incldidew LTE network identifiers for private or NHN networks,
referred to as a sharetlome Network ldentifier HN)), which are adminigered by the CBRAlliance in
conjunction to ATIS 10[@4] oversight SAS operation is extended to facilitate coexistence between GAA
devices.

TheCBRS Alliandeelease standard published in February 2020, included for fivst-time support for
5GNRINn[15] and[16] CBRS specifications defihthe 5GNREUTRAN New radioDual ConnectivitygN

DC) Use Case based on MNgitandalone (NSA) mode for Private aidNs,initially as derived from 3GPP

Release 15. I[17] CBRS defintthe coexistence between and among multiple LTE and NR networks where
Coexistence between Citizen Broadband Radio Service Devices (CBSD) belonging to the CBRS Alliance
Ceaexistence Group is coordinated by one or multiple Coexistence Managers (CxMs). The specification
included GAA coexistence requirements for CBSDs including cell phase synchronization, Time Division
Duplex (TDD) Configuration for ETBED and NHDD CBS[2enongst others That version of the document

focusal on Band 4816] [15] LTETDD using Frame Structure 2 (FS2) and limited support for n4@iBR

deployment.
W 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
¥

ol IGR 12418
D DD F U UuDDUDU DUDTF UUUUDD
C-_DDDFuuooncvoooFuuooDn
Equivalent to LTE TDD configuration 2
Equivalent to LTE TDD configuration 1

NR-TDD Subframe ‘F’ Symbol Pattern for the CBRSA CxG
(equivalent to LTE-TDD special subframe configuration 7)

NR Stot[ 3,13 |
nesymbol[ 0 [1]2T3Ta]sTs 71819 10l11112]13
UL-DL pattern G|G|G|G

Figure2-4 Mandatory NRTDD TDD UL/DL Configurations for the CBRSA CxG

A ¥ 4 A x

Additionally, all NR TDD CBSDs in a CBRS Alliance (EBR82%"conlS O SR aSiG¢ ySSR G2
or equivalent TDD configurations (G symbols are guard symbols for compatibility with F slots in LTE Special
Subframe Format (SSF) 7).

The CBRS Alliance Release 4 standard, published in August 2021, and later updatedst® Relén
November 2021, included important enhancemeintshe architecture such as the introduction of support
for 5G Standalone (SA) and NBuablic Networksind others related to Coexistence handling.
T Network Architecture [17][18][19])
0 Extended Authentication fdBGNRSA
0 5GNRSA Public Network support
0 5GNRSA NorPublic Network support

1 Coexistence [19][20])
0 Inter-CxM operation for TDD configuration coordination

0 Enhanced support fdsGNRTDD configuration
o PAL TDD configuration coordination
o TDD configuration coordination with CBSDs using3®RP technologies
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For coexistence the SAS/CxM associated to réicopdar domain or network creates TDD Configuration
Connected Sets (TCCS) with CBSDs having overlapping coverage contours according to specific propagation
models. All LTE TDD ad@NRTDD CBSDs belonging to the same TCCS are mandated to use the sBme or N
equivalent TDD configuration to avoid interference and are the basis for the primary channel assignments.
Different CBSDs can also request the SAS/CxM to be part of Interference Coordination Groups (ICGs) and
Common Channel Groups (CCGs) in which imerfee coordination may be done within themselves on the

same assigned channel by the SAS/CxM. Otherwise, the SAS/CxM will assign separate channels. In case
where multiple CxMsanageCBSDs in the same area, the CxMs exchange the list of CBSDs that@ire part
their respective TCCS and agree on the final common/shared TCCS to be used. If the CBSDs in the TCCS havi
different desired TDD configurations, there is a protocol based on majority voting to decide which of the
default TDD configurations 1 or 2 aredily used. While in LTE TDD the configuration is specified by only 2
parameters, irbGNRhe configuration depends on 11 parameters (Subcarrier spacing, number of resource
blocks, pattern periodicity, downlink (DL) slots, downlink symbols, uplink (Us,) gidink symbolx), but

not all of them may influence the alignment of UL/DL symbols which will cause interference. There are
certain combinations of each of those 3GNRparametershaveequivalentUL/DL symbol alignment, which

means that althe CBSDm a TCCS have the same or equivalent desired TDD configuitienefore they

can use their desired configuratiofigure2-5 shows how CBSDbelonging to differat domains i.e.,

networks andsharing the same geographical ayesypotentiallybeinterfering with each other according

to the intraSAS/CxM propagation modelBheyare assigned nceoverlapping common TCCSs with non
interfering configurations and cinaiels becauseof the interrSAS/CxM coordination.

The CBRS system has a great flexibility, as it supports different spectrum sharing tiers, protects incumbents
and general priority licensed allocations from general use. It also manages the coexistendmaton of

TDD configurations, allocation of spectrum blocks, and transmission power across CBSDs in the same
geographical area and managesedstence across domains. These flexibility features of the CBRS system
are the most important aspects to cogige the spectrum sharing framework based on CBRS iBGhe
CLARITproject.

Interdomain
Coexistence

Coordination Intradomain
——m Coexistence
‘ Coordination

Domain
Prox

Intradomain
Coexistence
Coordination

I Domain 1

I Domain 2
< Geographical Area
Shared TCCSs

Figure2-5 Shared/Common TCCSs with multiple SAS/CxMs
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2.3 Industrystatusin CBR@&lliance, GRANalliance and 3GPP

3GPP establishes the normative specifications for LTES@MRevolution with interfaces that enable
amongst others a disaggregated RAN based on altéigél Split (HLSplit 2 between the CU and DCBRS
Allianceleverages on what 3GPP specifibat with a focus on the additional specifications needed to
enable CBRS operation in a dynamic spectrum access framew®RNCQAlliance also leverages 3GPP
specifications for the normative interfaces and enhances and extends what 3GPP defines with newer
interfaces and specifications to enable a fully interoperable, open, disaggregated cloud native and
intelligent RAN. One of these important interfaces is thedLewel Split (LLS) or Fronthd® between DU

and RU which is not normative in 3GPP. Curreatygsshe industrythere is not a cloud native, open and

fully disaggregated RAN blueprifinition for CBRS.

Accelleraris involved in discussions with different companies and industry foem#tle the definition of
an open RAN blueprint in CBRS conté&tie work done ircGCLARITYo show a cloud native and
disaggregated CBRSthedas described in the next sectiorande easilyaligred with the future direction
the industry may take for such blueprint.

2.4 5GCLARIT¥oexistence framework

2.4.1 5GCLARIT¥o-existence framework high level architecture

Since the status of the disaggregated open RARBlueprint, latest releases of CBRS specifications and
O-RAN interface alignment of DU/RU ecosystem are not currently mature enough or readily available, ther
are certain concepts that could not be validated in thstbed.

Interdomain

Coexistence

Coordination
Intradomain Intradomain
Coexistence Coexistence
Coordination Coordination

Intelligence stratum Intelligence swratum

onERsaUI0 puE WawaBruey

NS uos

Figure2-6 5G-CLARIT¥pectrum sharing and cexistence architectural concept

However, as industry evolves, thesgpporting conceptsould be enabled. The following are some of the
main aspects and concepts that could contribute to coexistence and slice awareness:

1 PAL versus GAA allocations implemented in the SAS Server enable the protection of licensed
spectrum blocks available at tlame time as GAA ones in a particular geographical area. This can
be used to avoid interference between macrocells deployed outdoors and small cells deployed in
a nonpublic network (NPN), whether indoor or outdoor
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1 Coexistence management done by the Cxigimponents within GAA coordinates-egistence
between CBSD deployed in the same geographical area, so that compatible TDD configurations are
used across CBSD with overlapping coverage areas according to propagation models. Channel
separation in a geograjptal area within GAA is guaranteed by CxM to managgxisience, while
provisioning the requirements for channel separation for CBSDs. These can manage interference
between themselves with their own proprietary methods, or mandatechannel assignmenbf
CBSDs that consider themselves as part of a comm@xistence group.

1 The use of DU schedulers capable of supporting slicing in terms of physical resource block usage or
different bandwidth parts can be used. This realises slice awareness baseslaniuhl availability
of spectrum blocks in particular geographical areas as communicated via spectrum inquiries.

1 The use of xApps/rApps responsible for Automatic Neighbour Relations (ANR), Coverage and
Capacity Optimisation (CCO), Mobility Load Balanc{Mi-B), proprietary Interference
Management (IM) across a group of CBSDs. Others can be leveraged so-¢iatece and
interference coordination provided by CBRS are enriched.

The architectural concept for 5G-existence and spectrum sharingi@&-CLARTYis shown irFigure2-6.

2.4.2 TestbedPoCdescription

In addition to the implementation of aE2Ecloud native and fully disaggregat&&NRsolution using 3-
party DUgEffnet/Phluido) and RUs (Benetel) with mtWIAT support and enablement of MRTC XApps to
deliver to the pilots (the lion share of Accelleran contributiorb@®&CLARIT)Y Accelleran has also enabled
a generalised CBRS Solutimsedon anE2Eopen RANnd cloud nativarchitecture This testbed/Po@as
used to confirm the suitability of &G CBRS solutionin a cloud native and disaggregated open RAN
architectureusing 3-party DU and RU%his was confirmed by using the WINNFORUM Test Hatrass
used for FCC CBRS certificatidocelleran plans for ugkis testbedPoC implementation as baselinerfa
commerciaproductsolution in 2023However |t is worth nofngthat this testbedPoChad some limitations

in terms of test harness and thigarty componentscapabilitiesto support most recent releases of
Winnforum/CBRS Alliance/RAN Alliance interfaces and procedures.

For the generalised CBRS solutitie following aspects had to be developadthe Testbed/Po@s part of
the 5GCLARITproject

1 Generalisation of Radio Access Technology (RAT) to support both 4G.and 5G
1 Enabling CBRS client in a cloud native architecture

91 Definition of a framework so that future interference management;egistence and self
optimisation 4G and 5G xApps can be developed appropriately

1 Designthe solution to aligrwith the O-RAN architecture as much as possitideable flexibility to
use any futureinterfaces that will be defined in the CBRS blueprint while stillgudie current
proprietary interfaces available in thé*garty DUs and RUs used in the testbed

Figure2-7 shows the evolution of the architecture in the solution tarels a generalised cloud native open
and disaggregated blueprinthe 4G CBRS integrated implementation \ahisady available before the
project, since it was part of the Accelleran E1012 Series CBRS fully integrated SnidieGeditbed/PoC
implementirg the generalised cloudativeand disaggregated CBRS client witiNi&waglevelopedn this
project.

The idea, in the initiddG-CLARITNroposal, was to enable a CBRS client as an XxApp running on HiRI@GRT
However, the final decision for the CBRStbedPoCwas to enable that functionality as a cloud native
microservice deployed along the different dRAX microservices in the platform. This enables more flexibility
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for deployment and placement. The CBRS blueprint discussed by Accelleran andakébolsters in the

industry have different options that need to be studied. For example, whether a Domain Proxy or a single
CBSD controller approach should be used, and where this component should be deployed (outside of O
RAN, in Service Management andl@stration (SMO), in NeRT RIC context, in neRFRIC context, etc.),

and which interfaces should be used to manage the disaggregated RAN components. For the validation of
the developedcloud native and disaggregated &BRS client functionality in thestbedPoCthe official
WINNFORUM Test Harngepen source for lab testing purposés)used in addition to the use of Open5GS

as shown irFigure2-8. The WINNFORUMst harness is officially used to prove CBSD to SAS conformance

as part of FCC certification process. The current version of this test harness is based on former CBRS Release
1 and WINNFORUM Release 1 specifications.
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Figure2-8 5G CBR&stbed with Effnet/Phluido DU and Benetel and NI B210 RUs
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Figure2-9 5G CBRS testbed in the lab with B210 RU
The testbed validation was done initially using the research RU National Instruments B210 Software Defined
Radio (SDR), as shownFigure2-9. It was later validated with the commercial Benetel RUs that are also
part of the multiconnectivity pilots.

2.4.3 Dependencies on disaggregatdird-party DU/RU components

The initia|E2Edisaggregated dRAX B€&ferenceplatform delivered by Accelleran with the dRAX Sased

on the use of 8 party DU (Effnet and Phluido) and RU (Benatel National Instruments SPBomponents.

The CBSBcquires the granrom the SAServerwith the Radio Frequency (RF) paramete thre allowed

to be used by the basstation in a particular geographical areaingthe CBSD to SAS protocol. These
parameters need to be configured appropriately and consistently across the DU and RU using the available
interfaces. The RF parametersdonfigure are:

1 Carrier frequency
i Transmission power
1 Bandwidth

In the current testbedthe 3%party DU (Effnet and Phluido) is configured via a JavaScript Object Notation
(JSON) configuration file until tgpropriate GRAN O1 interface based in Netcimfvailable.

—_>

OpensGS Mxeim per

available

spectrum blocl o
Al(elleran Se——
Shared Access

Server
(Test Harness)

5GC

rd 3rd zrd
EF}g\lET @mido [Party DU] [narty DU]r:

Benete] nl lpl;:;dnlt.ll l"i"s‘;d“fi“’

Carrier Frequency
RefSignalPower
Bandwidth

Figure2-105G CBRS DU/RU configuration

The ¥-party RU (Benetel) is configured via a Command Line Interface (CLI) until the approRiaie Q1
interface based on Netconf is supported (higharchitecture) or the @RAN fronthaul management
interface (hierarchical architecture) is supported between the DU and RU.
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The carrier frequency, transmission power and bandwidth need to be consistently configured in the DU and
RU. The carrier frequen@nd bandwidth in the RU need to be consistent with the New Radio Absolute
Radio Frequency Channel Number {AR-CN) and bandwidth configured in the DU. The transmission
power configured in the RU needs to be consistent with the one advertised in thenSyisi@ermation

Broadcast 1 (SIB1) by the DU for the Physical Broadcast Channel (PBCH). This is used by the UEs to calculate
the actual pathloss experienced by the wireless Ikigure2-10 shows the testbed setup with some of the

main interfaces/parameters used from Winnforum Test Harness. The scope of this validation was limited to

the current capabilities of Winnforum Test tHass based on Winnforum Release 1 baseline.

2.4.4 Solutiondesign

Figure2-11shows the design of the CBRS client components and interfaces used. The main goal of the CBRS
client is to implement the protocol with the SAS to obtain the RF parameters for the DU/RU and configure
them for operation.

o ~ o
HttpDriver W SasServer
TTI

HTTP
|

WinnForum
Duld + Ruld ? Test Harness
NATS

] ] - N
RadioConfigurator SasClient [~ -~~~ cbrs-client model

T ]

/G & / i

/ I

/ I

? Q ( )—-=::: mapping,xm\5 i
/ ON s%'H GenCbrsClientConfig X
| |

|

|
L : data.xml

[m] [m| [m] o
BUERIRERY RUENE[E) Redis NetconfServer initialize datastore with:
Netconf create-cbrs-client

Figure2-115G CBRS client components

Figure2-125G CBRS client typical successful sequence
Figure2-12 shows the typical success sequence from the point where the CBSD (SasClient) receives a
response to spectrum inquiry from the SAS (SasServer), requests the grant, acquires the grant, starts
transmitting by configuring the DU/RU (DuRuServer) and stops transmitting when the grant is terminated
as part of a heartbeat.
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