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Executive Summary

This document5GCLARITD4.], isentitled & L Y A G A | f Sairdy 2F GKS {5bkbCz
GFrNBSG pD/[!'wL¢, a[ Fft3I2NAGKYaéd YR RSAONAROGSAE (K
the first year of the project.

The main contribution of this deliverable is a statffiethe-art analysis and an initial design for the main
components of two stratums of theGCLARITdrchitecture as defined iBGCLARITD2.2, namely the
Management and Orchestration straturand thelntelligence stratum

For the Management and Orchestration stratuthis deliverable defines in detail the Service and Slice
management subsystem and the Data Processing subsystem:

9 Service and Slice Management subsystefformal definition of &G-CLARITSlice and an initial
design for the Slice Manager and the mWAT non reatime RAN Intelligent Controller are
provided. A practical deployment ofs&>CLARITSlice across the various wireless technologies, the
transport network and the RAN and edge clusters is described.

9 Data Processing subsystemn initial desigrio gather multtWAT telemetry in a RAN Intelligent
Controller is provided. Two main components of this subsystem are identified and described, namely
the Data Streaming Engine, which can gather and manipulate streaming data from multiple sources
in the nework, and the Data Lake that makes data available to the Machine Learning models living
in the Intelligence Stratum.

For the Intelligence Stratum, this deliverable identifies Machine Learning use cases that are enabled by the
5GCLARITSystem and providean initial design for the Al Engine and Intent Engine components:

1 ML models A set 0B distinct Machine Learning models are identified that can be used to optimize
network performance, including both non ret@ine and near reatime optimization.

1 Al Engne: Is defined as a containerised execution environment that can manage the lifecycle of
Machine Learning models. The main APIs between the Al Engine and other componentS®f the
CLARITSystem are also identified.

1 Intent Engine A set of eight useases are identified that illustrate the use of the Intent Engine within
the 5GCLARITY system, including interactions between the network operator and the Intent Engine
and between individual Machine Learning models and the Intent Engine.

Overall, this doument presents the main Management Plane innovations that will be developed in WP4 and
sets the direction for the work that will be developedsi@-CLARITD4.2 andbGCLARITD4.3.
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1 Introduction

This deliverableSGCLARITDA4.1, is the first reporty G KS F OGAGAGASEa 2F (GKS a2t
5GCLARITYThe deliverable is aligned with th&-CLARIT&rchitectural principles presented in deliverable

5HdH YR RS@St2LJa (62 2F GKS AYINRRdAdzZOSR GKENBYK:>Z -
GKS aLyGStftA3ISYyOS aidNXddzvéod ¢KS GAGES 2F GKA&A RS
identification of target5GCLARITE [ | f 32NAGKYa¢ FyR Ada YIFAyYy 3A2Ff A
innovations that will be developed BIG-CLARITthroughput the duration of WP4, which include: i) design

of slicing solutions for private networks, ii) design of integrated MAKT reatime telemetry systems, iii)

novel mechanisms to integrate private and public networks, iv) network manageaigorithms powered

by ML and hosted in an Al engine, and v) the design of intent based interfaces to ease the operation of private
networks.

1.1 WP4overview

5GCLARITWP4works on the development of management systems for private netwdrke. relationof

WP4 with othel5GCLARITWork Packages gepicted inFigurel.1. The work in WP4 is driven by the use
OFrasSa FyYR I NOKAGSOGdzNT £ LINRA Yy OALI !SND KRASHFS\FSRNS yT ¥R H
FYR A& FftAIYySR (2 (KASHRENWYRRSESFUARIERtAYYSBEaYyaayo
defined in WP4 will be used to manage the functions developed in WH3output of WR s directly fed to

2t p GLYGSIANI GA2yYI-ofd RLYSONNYGS yF iyIRG Bebsyet yiil hishgedth i8 36l

contained demonstrations and in the projeside use case demonstrations.
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| Technical and Administrative Input

Figurel.1 5GCLARITWork Package Structure

The main objectives of WP4 are:
1 OA4.1. Design and demonstrateralti-tenant SDN/NFV management platform allowing to configure
the private 5G/WAFI/LiFi network infrastructure and to provision thipérty connectivity services in
less than 5 minutes. (OBECHb)

1 04.2. Design and demonstrate mechanisms to integratectiinectivity services provisioned over
the 5G/WiFi/LiFi infrastructure with aand-to-end (E2E)G slice in less than 10 minutes. (OQBCH
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1 04.3. Design and demonstrate an Al enabled engine, and the associated Al algorithms, which enables

autonomic néwork management of the integrated 5G/W#/LiFi infrastructure. (OBIJECHB)
WP4 is articulated by means of 3 main tasks as follows:
9 T4.1 Development of 5G/MAI/LIFi management platform, including policy langualjee scope of
this task is to design aBDN/NF\based management platform to control the integrated 5G/Wi

Fi/LiFi, transport, and compute infrastructure available in the private venue. The planned platform
will provide the following functionalities:

o Allow the venue operator to provision separait@rastructure slices, including resource
guotas to support connectivity services provisioned by tpiadty or vertical tenants.

o Allow 3rdparty or vertical tenants to provision connectivity services for authorized devices
to access the S5SG/\AKi/LiFi ifrastructure.

o 58aA3dy |y AyGSyid olFaSR LRtAOeé ftly3dz 3S=
which can be used by the Al engine developed in T4.3 to manage the deployment and
operation of the network.

1 T4.2 Integration with E2E 5G slice femork The scope of this task is to provide specifications on
the architectural framework to be used for the management and orchestration of E2E network slices.
The concept of E2E means that a network slice will allow subscribed UEs to connect to the 5G/Wi
CAK[ACA !'ta gAGKAY | LINAGIGS @Sy dzS ¢liogteditihe OK
Central Office (CO) outside the vernwith tailored QoS and with isolation guarantees. The referred
framework must integrate the wpremises 5G/WFi/LFi management platform with an enhanced
MANO platform owned by the MNO.

9 T4.3 Al engine development and learning algorithms, using historical network data fl@aselhg
purpose This task will support cognitive-édiven processes that focus on bottlitial configuratiors

to achieve high S@St 32+ fax YR fFGUGSNI aY2yA(l2NI I yR NBLJ
by policies and data sources arising from T4.1 and will trigger/invoke management actions exposed

by the E2E 5G slice managementataifities in T4.2. Appropriate Mhased analytics, polidyased
decision making, and MAlased learning capabilities will be developed to allow initial intents to be
achieved, and then support seff capabilities to dynamically make decisions providingligéat
control mechanisms for achieving optimised performance, scalability flexibility and resilience.

This deliverable reports mostly on the work of T4.1 and T4.3, since these are the two tasks that have been

active since the beginning of the projecthile T4.2 will begin at month 13. However, discussions related to
the integration of private and public networks, which are relevant to T4.2, have already happened in the
project within the context of the architecture discussions in WP2, and also withiedhtext of the slicing
discussions in WP4. Therefore, Sec8amthis document is included to introduce the topics of private public
integration that will be futher developed in T4.2.

1.2 5GCLARITY stratums requirements andieli designs

Since this deliverable presents the initial design foriaeCLARITManagement and Orchestration stratum
and the Intelligence stratum, and for the sake of readability, a samgraf the requirements and architecture
designs for these two stratums are presented in this section derived iGiGLARITD2.2[2]. These initial
solutions willbe elaborated in the rest of this deliverable.
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1.2.1 Management and orchestration stratum requirements and initial design

Tablel-1 contains thesG-CLARITManagement and Orchestration stratum requirements introducef@n
CLARITD2.2[2].

Requirement ID

CLARIT¥IOSR1

Tablel-1 5GCLARIT®ystem Architecture Requirements.

Requirement Description ‘

The5GCLARITmanagement and orchestration stratum shall be architected following
Service Based Management Architectur&BMA principles, with a set of MF
providing/consuming management services through a service bus.

CLARIT¥IOSR2

The5GCLARITmanagement and orchestration stratum shall allow for the provisior|
of 5GCLARITresourcefacing services (i.6GCLARITWireless, compute and transport
services).

CLARIT¥IOSR3

The5GCLARITmanagement and orchestration stratum shall keep a resource inventory,
information on the ompremise resources that can be used ftire provision obG
CLARITresourcefacing servicesThis includes information oi):ithe resource capacity o
deployed wireless access nodes, includingPilliiFi APs and physical gNiBghe compute
nodes available in the clustered NFVI (RAN clusted edge cluster), and relate
computing/storage/networking resources) the capacity and topology of deployed transpg
network.

CLARIT¥IOSR4

The5GCLARITmanagement and orchestration stratum shall store a catalog of VXFs/N§

CLARIT¥IOSRS

The5GCLARITManagement and orchestration stratum shall support to create, retrie
update and delete VXFDs/NSDs

CLARIT¥IOSRG6

The5GCLARITManagement and orchestration stratum shall allow to create sev
instances of the same VxF/NFV service.

CIARITYMOSRY

The5GCLARITManagement and orchestration stratum shall allow VXF / NFV service sd
This scaling includes the scalimgand scalingput the resources of deployed VxF / NFV sery
instances.

CLARIT¥IOSRS8

The5GCLARITHanagementand orchestration stratum shall allow for the provisioni
of 5GCLARITSlices, by defining separate resource quotas when allocating individkig
CLARIThesourcefacing services.

CLARIT¥IOSR9

The5GCLARITHanagement and orchestration stratum shalhintain information regarding
the mapping betwee®G-CLARITSlices, constituensGCLARITiesourcefacing services an
allocated resources.

CLARITW¥IOSR10

The5GCLARITManagement and orchestration stratum shall allow resource elasacidAk-
assisted placement optimization as part of the-CLARITSlice lifecycle management.

CLARITWIOSR11

The5GCLARITHanagement and orchestration stratum shall provide means for mbdskd
data aggregation, with the ability to collect and process nggamaent data (e.g. performanc
measurements, fault alarms) from different sources in an automated and scalable manr

CLARITWIOSR12

The5GCLARITManagement and orchestration stratum shall be able to correlate aggreg
data with deployedbGCLARITSlices and services instances, providing input to
intelligence engine for Al assisted operation of these instances.

CLARIT¥IOSR13

The5GCLARITManagement and orchestration stratum shall provide necessary ehatide
capabilities for MF servigeroduction/consumption across the entire stratum.

CLARIT¥OSR14

The5GCLARITWanagement and orchestration stratum shall allow individa@&
CLARIT&ustomers (e.g. MNOSs) to securely access and consume MF services.

CLARITWIOSR15

The5GCLARITManagment and orchestration stratum shall provide the means to exp
capabilities with appropriate abstraction levels to individe@&CLARIT&uUstomers

CLARIT¥IOSR16

The5GCLARITManagement and orchestration stratum shall provide isolation am
Odzai2YSNRQ ¢2N] Fft26a | yR NBJdsSad
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Figurel1l.2 5GCLARITYhanagement and orchestration stratum: an SBMA apprqaalroduced in5G
CLARITD2.2, providesnd overview of the Management Functions (MF) included inrMaeagement and
Orchestration stratum, which offer services to each other through a common Service Bus.

External Access

Data Processing and Cloud Native Support

| |
1
1 . 1
Management | Mediation 1 :
| 1
. 1 Authentication !
Data Semantic ! Mediation I ! . . Distributed I
. Data Lake | . I | and Registration I
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F 9 F 3 F 3 F 3 rF 9
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1 . Transport Multi-WAT non-
Slice Manager
: vim Al 8 Controller RT Controller
|
1
|

Service and Slice Provisioning

Figurel.2 5GCLARIT¥anagement and orchestration stratum: an SBMA approach.

TheMFs composing the Bhagement and Orchestration stratum can be arranged into four main functional
groups:
1 Service andslice provisioning Grouping all the MFs that are involved in the provisioning®f
CLARITSlices, composed of wireless, transport and compute resources, as they have been defined
in Sectior?.3.2

1 Data processing and managemenGrouping all the MFs thatollect telemetry data from the
physical and the Network Function stratums, in order to make the data available to the Intelligence
stratum or to the external entities interacting with the management plane.

1 Cloud native suppdr These are MFs required tnable a cloud native deployment of the>
CLARITManagement and orchestration stratum. For example, enabling the deployment of stateless
MFs that can be scaled dynamically in a cloud environment.

1 Externalaccesamediation: Including MFs that police thatieractions with external entities, such as
the intelligence stratum or an external OSS, e.g. belonging to a mobile network operator (MNO).

A state-of-the-art (SotA analysis and an initial design for the components of the Management and
Orchestration streum will be provided in this deliverable in Sect®focusing on the two sulsomponents

that require most innovations in the context 6f>CLARIT hamely the Service and Slice Provisioning sub
system and the Data Processing and Management subsystem.

1.2.2 Intelligence stratum requirements and initial design

Tablel-2 contains the5GCLARITMtelligence stratum requirements introducedi-CLARITD2.2[2].
Tablel-2 Requirementsfor the 5GCLARITtelligence stratum.

Requirement ID Description

The5GCLARITMtelligence stratum shall leverage machine learning (ML) models to supp

CLARITINTSR1 intelligentmanagement of network functions.
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The5GCLARITIvtelligence stratum shall host ML models and offer them as services that
CLARITWTSR2 | accessible outside of the intelligence stratum. Consumers of the ML services are either t
network operator or ¢her network functions.

The5GCLARITIvtelligence stratum shall provide a point of access for ML services to
CLARITWTSR3 | consume data from the network and forward recommended configurations to suitable
network functions.

The5GCLART Yintelligence stratum shall provide ML designers a process or interface to

LARITWTSR4 . . . .
c = manage the lifecycle of ML models, including the deployment as services.

The5GCLARITiMtelligence stratum shall expose a communication interface towards the ¢
CLARITWTSRS | user that simplifies the management of th6&-CLARITplatform using intents, including
intent-based network configuration and inteftased usage of available ML services.

The5GCLARITMtelligence stratum shall expose an intent management interface through

CLARITINTSR6 ) . . . . .
which the intent lifecycle can be controlled, including creation and removal.

Figurel.3, introduced in D2.2, describes the two main components of the Intelligence stratum, namely the
Al engine and the Intent engine, whettee Al engine provides hosting and management of ML sesvas

well as aiding ML designers, and tlment engine provides point of contact to and from the Al engine as
well as a layer of abstraction towards the consumer of the Al functionalities, such as the network operator
Also shown are the higlevel intafaces towards the operator, the ML designéGCLARITYietwork
components (such as Slice Manager) aeCLARITRata Management.

Private network £
operator ML designer

?

Intelligence stratum

5G-CLARITY Al Engine

ML Y ML 5G-CLARITY Intent Engine
Service Service Service
. IL_ _______
5G-CLARITY Slice and SGCLARITY Data
Service Provisioning MFs R

Figurel.3 Architectural overview of thesGCLARITIhtelligence stratum with its two main components, the Al
engine and the Intent engine.

A stateof-the-art (SotA) analysis and an initial design for the components of the Intelligence stratum is
provided in this deliverable in Sectidr{ML algorithms running in the Al engine), SecB¢Al engine design)
and Sectior6 (Intent engine design).

1.3 Objective and scope of this document

Deliveable D4.1 takes input frorAGCLARITD2.1[1], and has been edeveloped alongside deliverable
D2.2[2], where WP4 has contributesbme of the architectural aspects described in D2.2, which serve as
basis for the initial designs presented in this document. This deliverable is also influenced by the user and
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control functions reported in D3.[B], especially in the design of the ML algorithm$&aotion5. The output

of this deliverable Wi be used within WP4 to further develop the initial designs reported here towards D4.2.

This deliverable will also be used in WP5 to define demonstration scenarios. This deliverable marks de

I OOSLIi yOS ONRGSNALF F2N YA feSeantiPayfofim imNorthdBauhd Ioterfads OA T A
with Al engine and thirdJ- NJi@ a! bh &SNIAOSa¢ o

D4.1 reports on statef-the-art research and the definition of the initial innovations that will be executed in
the various tasks of WP4, in the following way:

1 T4.1: déining a new concept of network slice tailored to mathant private network deployments,
defining multtWAT telemetry solutions, and defining and intent engine to ease the operation and
configuration of the private network.

1 T4.3: Introducing the concejif an Al engine used to host ML algorithms that will perform a set of
network management functions and defining 9 ML algorithms that will be developed and
demonstrated throughput the project.

1 T4.2: Introducing an initial set of slice management modelslaiing how 3rd parties (e.g. MNOS)
can interact with the private network slices enabled by the systems defined in T4.1. Note that the
actual work in T4.2 starts at month 13.

D4.1 has been carefully aligned with the architectural principles describe@.®y Bnd in particular this
RSt AGSNIotS RS@PSt2L1a GKNRdAAK AlGa OF NA2dza OKI LJG SNE
GLYGSEEfAISYOS &GN GdzyYé AYGUGNRRAzZOSR AY S5HOHOD

1.4 Document structure
The rest of this document is structured as follows:
1 Chapter2: Provides statef-the-art research and initial solution design for th&-CLARITivetwork
slicing subsystem for private networks, and for 81 @ CLARIT¥élemetry subsystem.

1 Chapter3: Provides an initial discussion on the interaction betwé&ShCLARITgrivate networks
and MNOs, which will be further developed in D4.2.

1 Chapter4: Describes a set of 9 ML algorithms that will be developed and demonstrated during the
project.

1 Chapter5: Provides stateof-the-art research and initial solution design for theeiine included in
the SGCLARIT¥ LY G St f A3Sy OS aidN¥Gdzvé GKFG A& dzaSR G2

1 Chapter6: Provides statef-the-art research and initial solution design for the Intent engine
included in thesGCLARITA LY G St €t A3Sy OS &aGNI (dzvé o

1 Chaper 7: Summarizes andoncludes this document.
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2 ManagementPlatforms for Private Networks

2.1 Virtualization of Compute and Transport infrastructure in private networks

This section aims to provide an overview on the virtualization of cloud computing and transport technologies
within the scope of th&GCLARIT&cosystem. For this, the most popular open source computing platform
solutions andSoftware Defined NetworkingDN controller technologies are listed.

2.1.1 Stateof the art

2.1.1.1 Virtualizationon computeinfrastructures

Cloud computing is the delivery of on demand computing services including servers, storage, databases,
networking, applications and processing poveser the Internet (on a pay as you go basis) to offer faster
innovation, flexible resources, and economies of scale. Cloud computing platforms are integrated tools that
provide management of cloud environments. These tools incorporatesselice interfaes, provisioning of
system images, enabling metering and billing, and providing some degree of workload optimisation through
established policiesThis enablesiserto issue a request through a Cloud Controller to provision a virtual
infrastructure somewhee on available resources within a Data Centre (DC). The Cloud Controller provides
the central management system for cloud deployments. The most popular open source computing platforms
are OpenStack and Kubernetes.

OpensStack[4] is a cloud operating system that offers an open source cloud computing platform for
infrastructure as a service (laaS) for both public and private clouds, where virtual sevdarher resources

are made available to users. OpenStack controls large pools of compute, storage, and networking resources
in a DG where all of them are managed and provisioned through APIs with common authentication
mechanisms. These components arecessible through a unigue dashboard that gives administrators
complete control while empowering the end users to provision resources through a web interface. All
OpenStack source code is available under an Apache 2.0 license.

OpensStack has a modular destitpat enables integration with legacy and thipdrty technologies. It is built

on a shareehothing, messagéased architecture with modular components, each of which manages a
different service These services, together, instantiate an laaS Cloud. Opek3$ composed of 10 key
components The primary component is the Nova compute service, which allows the end user to create and
manage large number of virtual servers using the machine im&ges is based on a modular architectural
design where servicesan reside on a single host or, more commonly, on multiple hd3penStack
provisions and manages large networks of Virtual Machines (VMs) through open source libraries such as
libvirt [5], where each VM requires its own underlying Operating System (OS) to run over a virtualized
resource.The main disadvantage of a VM is that it can take up a lot of system resources. Each VM runs not
just a full copy of an operating system, but a virtual copy of all the hardware that the operating system needs
to run. This quickly adds up to a lot of RAMI&CPU cycles. That is still economical better when compared

to running separate actual computers.

Kubernetes[6] is a portable, extensible, opesource platform for managing containerized workloads and
services, which empowers organizations to build and run scalable applications in modern, dynamic
environments (i.e. public, private, and hybrid clouds). It works with a range of container tools,ngclud
Docker. Kubernetes defines a set of building blocks (primitives), which collectively provide mechanisms that
deploy, maintain, and scale applications based on CPU, memory or custom metrics. Many cloud services
offer a Kubernetedased platform or infratructure as a service (PaaS or laaS) on which Kubernetes can be
deployed as a platforaproviding service.
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Kubernetes includes services such as service architectures, infrastructure as a code, automation, continuous
integration/delivery (CI/CD) pipelinesbservability/monitoring tools, etc. Instead of VMs that requires its

own underlying OS to run over a virtualized resources, Kubernetes is used to develop applications built with
services packaged in containers, deployed as microservices and managedtanimfieastructure through

agile DevOps processes and continuous delivery workflows. Each container shares the host OS kernel and,
usually, the binaries and libraries. This makes containers lighter weight than VMs where every instance has
its own OS, bindes and libraries. In addition, containers only use the hardware resources that are needed

at run- time, so there is no reservation of resources as in the case of VMs. Kubernetes is used as an industry
de facto standard container orchestrator, which candeployed either on the bare metal servers or on top

of some virtualization technology.

Public Clouds a platform that uses the standard cloud computing model to make resources (e.g. virtual
machines (VMs), applications or storage) available to userstedyn Public cloud allows for scalability and
resource sharing, which is not possible for a single organization to achieve. Public cloud architecture is
categorized by the service model, including:

1 Software as a service (SadS)a cloud model in which a thigharty provider hosts application and
makes them available to customers over the internet.

1 Platform as a service (PaaS), is a computing model in which gthnindprovider delivers hardware
and software tools to its useras a service. So, it allows an organization to develop software without
needing to maintain the underlying infrastructure.

1 Infrastructure as a service (laaS), in which a tpamdy provider offers virtualized computing
resources, such as VMs and storageer the internet or through dedicated connections. So, an
organization outsources their enti2Cto a cloud service provider. This model makes cloud adoption
simpler.

The main examples of Public Clouds are providers asiémazon Web Services, Godgleud Platform and
Microsoft Azure, which offer pager-usage deals that allow organizations to pay only for the resources they
use.

Private Clouds a cloud service that delivers similar advantages to public cloud, including scalability and self
service, but through a private infrastructure Unlike public clouds that provide service to multiple
2NBFYATFGA2yas GKS LINAGEFGS Of2dzR Aa | aAay3atsS GSyl
other organizationResourcesan be hosted and managéua variety of waysResourcesnay be based on
infrastructure already present in an organization's-mmemise DC (managed and maintained by the
organization internally) or on a separate infrastructure, which is provided by a-fihity organization.
Figure2.1 showsthe differencebetweenpublic cloud and private cloud

Private cloud Public cloud shared
by multiple companies

o 8.8
= o S

Company A's Public Cloud
Company A L
pany private cloud E

Company C Company D

|i| Iz

Figure2.1 Comparison of Private and Public cloud.
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2.1.1.2 SDN control of Ethernetransport technologies

SDN is a network architecture that enables network programmability by means of decoupling the Control
Plane (CP) from the User Plane (UP), and by means of using open interfaces. As BitpweRi@, the SDN
architecture consists of three functional layers: infrastructure, control, and application. The infrastructure
layer comprises a set of simple and lowst network devicediiat can be configured and monitored through

the southbound interface (SBI) by a logically centralized SDN controller (SDNC). The SDNC provides an
abstraction of the network to the application layer. In this way, the SDN applications might consume network
services and capabilities without being tied to their implementation details. The northbound interface (NBI)
allows the interaction between the SDN applications and the SDNC. The SDN applications (e.g. telemetry,
routing, firewalling, load balancing, poliegnforcement etc.) implement network intelligence. The SDN
paradigm brings substantial benefits to network operators such as cost reduction, faster rollout of new
services, and more granular service policies, among oth&sCL ARIT€onsiders Ethernet as ¢hmost
relevant technology for providing enterprise networking services insiderd@te networks Thus, we will

focus on giving an overview of the SDN solutions for Ethdvased transport technologies. More precisely,

we will list the most representate existing frameworks and protocols for every SDN architectural
component.

APPLICATION LAYER

HIGH LEVEL

ROUTING TELEMETRY POLICIES API

FIREWALL

Northbound Interface (NBI)
CONTROL LAYER

SDN
CONTROLLER

INFRASTRUCTURE LAYER

/\ }\ - 5 /\ ; A

SDN DEVICES

Southbound Interface (SBI)

AN

Figure2.2 Basic SDN architecture proposed by tpen Networking Foundation [210].

Table2-1: Description of theMost Representative SDN SB®lutions.

SBISolution Description
Goal Complete SBI to enable SDNC to control and monitor the forwarding plane de
OF OF was defined by the Open Netwing Foundation (ONFand is considered the firg
SDN standard and dacto standard in SDN.
(OpenFlow)7] Principle Set of welldefined messages that enables an SDNC to add, remove, or u
flow entries from the OF compliant switches.
Goat Solve OF compatibility issues in legacy network elements.
HAL Principle Set of abstractions. Two sublayeisithe CrosHardware Platform Laye
(Hardware Abstraction | (CHPL)andii) the HardwareSpecific Layer (HSL). CHPL is in charge of node abstra
Layer)[8] virtualization and configuration processes. HSL discovers the specific hardware pl
and performs the required specific configurations.
POF Goal Protocotagnostic forwarding devices and dgtath enhancement with statefu
(Protocol Oblivious instructions.
Forwarding)[9] Principle To use a generic flow instruction $&1S)
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Goat Reduce OF sigltiag overhead and SDNC processing load.

OpenState[10] Principle To leverage the Extended Finite State Machine (XESivtiplement different
stateful tasks inside the network devices (e.g. port knocking and MAC learning).
Goal Make OF more gener{protocolagnostic)

P4[11] Principle Flexible mechanism to parse packets and match header fields. It inclu

programmable parser to define new headers. Unlike OF, it supports the paralleliz
of the Matchand Action stages.

PAD (Programming
Abstraction Daapath)
[12]

Goal Expose capabilities of network processors through a simple DP forwarding
valid for different types of networking hardware (e.g., programmable netw
processors, CPUs, optical dms, GEPON, DOCSIS).

Principle Creation of a librarpased interface for managing and controlling DP proto
and DP functions.

Goal Reduce OF sigltiag overhead

(Open vSwitch Databasé¢
Management Pre¢ocol) -
RFC 704714]

DevoFlow[13] Principle The SDNC is only in charge of targeted and significant flows. The provis
aggregated flow statistics (this requires significant changes in the sgatdtly).
OvSDB Goat Complement OF with management and configuration capabilities out of OF §

Principle Management and configuration interface for long timescale operations (
C/M/D of OF datgaths, configuration of a set of SDNCs, configuration of a se
managers, C/M/D of ports) in Open vSwitch.

OFCONFIG
(ONFTS016)[15]

Goat Companion protocol to OF for configuring the OF operational context.

Principle Management and configuration interface for long timescale operations (
OF controllers to OF DPssignment, switch port enabling/disabling).

ForCES (Forwarding an(
Control Element
Separation)[16]

Goal SDN framework and SBI defined by |IETahadternative to OF.
Principle A Network Element (NE) consists of Control Elements (CEs) and Forw
Elements (FEs). A CE controls an NE via the ForCES protocol. This protocol also &
to control and manage any ForCESdeled FE. The FE absition models can be
flexibly defined by the developers using the mbihg language ForCES model.

OpFleX{17]

Goal Proprietary SBI defined by Cigboough an IETF draft.

Principle OpFlex is based on a declarative policy information model, i.e., policy
management are centralized, whereas intelligence and control are distributed. Th
a centralized Policy Repository (PR) that containsptblecies and communicates wit
policy elements via OpFlex protocol. However, OpFlex does not include the functig
of programming the network from a centralized controller.

NetConf

(Network Configuration
Protocol)

-RFC 624118]

Goal SBI intended to provide to provide a programmatic interface to the device
closely follows the functionality of the device's native interface.

Principle NetConf employs Remote Procedure Call (RPC) paradigm to realiz
operations. It is a simple protocol for installing, manipulating, and deleting
configuration of network devices. It employs an Extensible Markup Language-(
based data encoding fahe configuration data and the protocol messages.

SRv6

(Segment Routing IPv6)
[19]

Goat To provide a flexible and scalable mechanism for realstngce routing, i.e., the
routing decisions are taken at the source and encoded in the packet header.
Principle Segment routing enables the addition of state information (a list of Segm
to packet headers. A Segment might instruct the packet steerieg a given path or the
packet delivery to a given service. This feature reduces the overhead at network d
and simplify and accelerate the service setup.

Among the SBIs listed Trable2-1, 5G-CLARITWill focus on OF, OvSDB anet@Gbnfto manage wireless and
transport devices inside private venues.
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In contrast to SBI, there has been little standardization effort for the NBI definition. Therrdeehind this

might be the heterogeneity needs of the control and management applications and their dependence on the
specific scenario. Despite this, most of the SDNCs include support for RESTful APIs, which employ HTTP
requests, as NBITable2-2 includes a comparison of commonly used ofsemrce SDNCs, where their
supported NBIs are listed. It shall be mentioned that these egmurce controllers are used as a basis of

many commerciabDN solutions provided by telem equipment vendors.

Table2-2: Qualitative Comparison ofPopular OpenSource SDNCs.

Controller ‘ Characteristics

Description:Leadingopen source SDNC controller to build cardgrade solutions targeteq
for service provider networks.

ONOS Features: Web-based GUImodular, easily extensible, horizontally scalable, telemg
(Open Network support through pluggable modules, and resiliency through replication.

Operating System) | Supported SBtsOpenFlow, P4, NetConf, TL1, SNMP, BGP, RESTCONF, OvSDB, an
[20] Supported NBIsgRPC andESTful APIs.

Programming Languag@&Vritten in Java.
Community. Linux Foundation Networking

Description:Open platform for customizing and automating networks of any size and s
It was designed from the outset as a foundation for commercial solutions addressing
range of useases. It is suitable for SIAN and Cloud Integration spaces.
Features:Web-based GUI, Modular, easily extensible, mdoated approach (it requires
global, inrmemory view of the network for logic computations), limited teleme
ODL functionality, and regiency through replication.

(OpenDayLight}21] | sypported SBtsOpenFlow, P4, NetConf, SNMP, BGP, RESTCONF, OvSDB, and PCI
Supported NBIsgRPC and RESTful APIs.

Programming Languagé&Vritten in Java

Community. Linux Foundation Networking. This project has the largest camitipnsupport
of all open source SDN controllers.

Description: Highly scalable SDNC architected from the ground up from-seale
technologies. It was devised to manage unreliable CP spanning across multiple carrig
long distances. It is successful in a distribution production environmintombines
Floodlight (SDNC), Kafka (message bus for telemetry), Apache Storm-§steahcluster of
agents for processing), OpenTSDB (data storage and analysis).

OpenKildg[22] Features:GUI, Modular, easily extensible, highly scalable, native support for telemetry
resiliency through replication.

Supported SBtsOpenFlow

Supported NBISRESTfUAPIs.

Programming LanguagéNritten in Java.

Community Much of the development and maintenance burden to its current users.

Description:Ryu is a compone#iased defined networking framework. It provides softwa
components with weldefined API. Ryu can be regarded as a toolbox, with which §
functionality can be built.

Features:Modular, easily extensible, no buit clustering capabty, no builtin telemetry
Ryu[23] functionality.

Supported SBtsOpenFlow, NetConf, GFonfig, and partial support of P4

Supported NBISRESTful APIs.

Programming LanguagéVritten in Python

Community. Active community developing the framework, it is well suped.

Description:Compact OF SDNC, which enables network operators to run their network
Faucet{24] same way they do server clusters. Faucet moves network control functions to sta
serverbased software where those functions are readily manageable and extensible
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common sgtems management approaches. It is built on top of Ryu, it includes tw,
connections to the DP. One for configuration updates, the other (Gauge) for collectin
transmitting state information.

Features:Modular, easily extensible, lightweight and higtscalable, buitin telemetry
functionality, no builtin mechanisms for availability.

Supported SBtOpenFlow 1.3 and support for feature such as VLANS, IPv4, IPv6, stat
BGP routing, port mirroring, polidyased forwarding and ACLs matching.

Supported NBIs YAML configuration files to track the target system state. It opens the
to administration by wetunderstood CI/CD pipelines and testing apparatus.
Programming Languag@&Vritten in Python.

Community. Active community developing tHeamework and it is well supported.

Regarding commercial SDN controllers, there are plenty of solutions out there. As a general rule, every
vendor has its own solution. Many of these solutions are built on top of open source SDN eosnffalble
2-3includes the primary functionalities of three commercial SDNCs from top telecom equipment vendors.

Table2-3 Qualitative Comparison ofSome Popular Commercial SDNCs.

Vendor/Controller or
SDNSolution

Product Description

Network virtualization solution that provides connectivity for virtual, physical
containerbased workloads. It combines an industrialized Opemlgay controller with
advanced routing cagmlities.

Ericsson / Ericsson Cloy Key features:
SDN[25] 1 Open: Itis aligned with ETSI architecture and is based on-smamre software
(e.g., OpenDayght and OVS). Integrated with OpenStack via standard API

1 Enables Network Automation and Layer 3 services.
1 Developed and hardened feelecom grade deployments.

Intended to largescale data center networks. For NBIs, it uses RESTful APIs. For
uses OpenFlow, OVSDB, and NetConf.
Key features:

1 Automatic deployment.
Refined O&M.
Highly Reliabl€lusters.
Open architecture.
Servicebased network model customization.
Easyto-use GUI for management.
Enables the rollout of new services within minutes.
Easy integration with mainstream cloud platforms.
Three operation moded) OpenFlow Switch Fabric (OSF) which is afv@3Ed virtual
network solution for switch controlji) edge automation that employs traditiona
protocols for switch control; andii) Hybrid mode that combines OSF and eg
NEC / PF680( automation.
Programmable Flow
Controller[27]

Huawei / Huawei Cloud
SDNSolution

(Agile Controller)26]

= =4 & -8 A -8 -2

Key features:
1 Easyto-use management interface and dragd-drop configuration.
1 Optimized and automated path selection tvitero packet loss.

1 Telemmetry (accesible via a GUI).

Among the existing opesource and commercial SDN controllé&s&CLARITYvill favor ONOS and
OpenDayLight that are the most widely adopted open source solutions.
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Regarding the management plane (MP) of SDN networks, there are several proposed reference models such
asTAPI (Transport AHB8], ACTN (Abstraction and Control of Traffic engineered Netw{izR§)and COP
(Control OrchestratiorProtocol)[30] that abstract the control plane functions of the SDN network. These
reference models typically define a basic set of management services (e.g.,gpp@vice, connectivity
service, inventory service, path computation service, virtual network service, and notification service) to
facilitate the automation of the SDN network operation, deal with the heterogeneity of NBIs, and realize the
concept of Traspot Network as a Service (TNaaBy.way of illustration, the ACTN framework is a set of
management a control functions defined by the IETF Traffic Engineering antlir®igivarking Group. ACTN
enables the abstraction of the underlying physical topggl@f the SDN forwarding plane and crassnain
coordination within the SDN networks. In this way, ACTN enables the customer to create and operate virtual
transport networks, while hiding the complexity of the underlying infrastructure. There is an orgoijegt

for developing ACTN reference model with ONE&1$

Last, it is noteworthy to mention, there are sevepalate networkscenarios such as Industry 4.0 demanding
deterministic Quality of Service (Qo0S). In this vein, IEEE 802.1c¢5&miive Networking (TSN) standards
appear as a promising option. The TSN standard is a converged Layer 2 network technology able to provide
stringent deterministic QoS in terms of reliabiliy2Batency and jitter, and frame loss. In the same way,
Deterministic Networking (DetNet) is an IETF ongoing standardization effort to ensure deterministic QoS in
Layer 3. TSN and DetNet define SDN liehigectures for controlling the DP network devices. There are
proposals in the literature for the integration of the TSN centralized CP and standard SDN.

2.2 Orchestration frameworks for private networks

2.2.1 Stateof the art

NFV MANO (network functions virtuation management and orchestration) is an architectural framework

for managing and orchestrating virtualized network functions (VNFs) and other software comp{8#nts

The European Telecommunications Standards Institute (ETSI) Industry Specification Group (ISG NFV) defined
the MANO architecture to facilitate the deployment and connection of services as they are decoupled from
dedicated physical devices and movedvidual machines (VMs). The focus of NFV MANO is highlighted in
Figure2.3. NFV MANO is broken up into three main functional blocks:

1 NFV Orchestrator (NF)J@ responsible farl)on-boarding of newnetwork service, VNForwarding
graph and VNFpackages 2) NS lifegcle management (including instantiation, scald/in,
performance measurements, event correlation, terminatioB}), global resource management,
validation and authorization of network functions virtualization infrastructure (NFVI) resource
requests and}) policy management for NS instances

1 VNF Manager (VNFMis responsible for lifecycle management of VNF instances, and overall
coordination and adaptation role for configuration and event reporting between NFVI and the
traditional element / network management system (E/NMS).

9 \Virtualized Infrastructure Manager\(IM) is responsible for controlling and managing the NFVI
O2YLIzi S ai0G2NI3IS FyR ySig2N] NBa2daenSmaaswali i KAy
as collection and forwarding of performance measurements and events.

These blocks are responsible fieploying and connecting functions and services when they are needed
throughout the network. Such capabilities allow to launch and mark@feservices in minutes, instead of
hours. It also enables a new range of features such as agile service provisionitiggnancy, software
controlled and dynamic management, on demand seraidented resource allocation, universal multi
access, and integration and interoperability among different network resources. In this ecosystem, the NFV
MANO framework is an essial enabler to ease and realize 5G vision.
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Figure2.3 NFV MANO framework

To handle its responsibilities the NFV MANO framework includes a group of repositories, namely NS catalog,
VNF catalog, NFvistances and NFVI resources. In addition to MANO internal functional blocks, there are
two important external elementgshe EMS and OSS/BSS, continuously exchange information with the MANO
framework in order to meet the expected operational requirements.

NFV entities to deploy and manage by MANO framework are listed below:

1 Network Service (NSdescribed by its descriptor file, orchestrated by NFVO. It may cover 1 or more
VNF Graphs, VNFs and Physical Network Functions (PNFs)

1 VNF Forwarding Graph (VNF3 described by its descriptor file, orchestrated by NFVO. It may cover
VNFFGs, VNFs and NFs.

9 Virtualized Network Function (VNREescribed by its descriptor file, instantiated by the VNF Manager.
It covers VNF components (VNFC) each mapped to a VM deswithete Virtual Deployment Unit
descriptor.

Information in the NFV entities is structured into information elements, which may contain a single value or
additional information elements that form a tree structure. Information elements can be used in two
different contexts: as descriptors or as rtime instance records. Next, we describe the main descriptors
defined by ETSI NFV:

1 Network Service Descriptor (NSI) referencing all other descriptors, which describe components
that are part of that NS.

1 VNFDescriptor (VNFDYescribes a VNF in terms of its deployment and operational behaviour
requirements. It also contains connectivity, interface and virtualized resource requirement.

1 VNF Forwarding Graph Descriptor (VNFF@&ycribes a topology of the NS or a portion of the NS,
by referencing VNFs and PNFs and Virtual Links that connect them.

9 Virtual Link Descriptor (VLDjlescribes the resource requirements that are needed for a link
between VNFs, PNFs and endpoints of ti& Which could be met by various link options that are
available in the NFVI.

5GCLARIT[H2020871428] 28



D4.1¢ Initial Design of the SDN/NFV Platform and Identification of Target D @

5GCLARITY ML Algorithms SG@M@RH Y

9 Physical Network Function Descriptor (PNFD¢scribes the connectivityinterface and KPIs
requirements olvirtual links to an attacheghysicalnetwork function.

1 Virtualisation Deployment Unit (VDUYescribes the deployment and operational behaviour of a
subset of a VNF, or the entire VNF if it was not segmented in subsets. A VDU is deployed as a VM in
the VNFE

ETSI NFV MANO Orchestration Platform

Next, existing ETSI NFV MANQlestration platformsare analysedo see if there is possibility to adopt
them in the specific context G CLARITNXThemain ETSI NFV MANO orchestration platforms are:

Open Batonis an open source platform that provides a comprehensive implementation of the ETSI NFV
MANO specificatiofi33]. The main features and components@penBaton are 1) a NFVQ) a generic

VNFM that manages VNF life cycles based on the VNF desgrfjtanAuto-scalingengine which can be

used for automatic runtime management of the VINB$ a fault managementsystem for automatic
management of fault 5) an SDK comprising a set of libraries that could be used for building a specific VNFM
and 6) a dashboard for managing the VNFs. Open Baton is currently using OpenStack as first integrated NFV
point of presence (PoP) VIM, supporting dynamic registratif NFV PoPs and deploys in parallel multiple
slices, one for each tenant, consisting of one or multiple VNFs. Through this functionality, the orchestrator
provides a multtenant environment distributed on top of multiple cloud instances.

Cloudifyis anopen source TOS&xased orchestration platforrf84], which is designed to fit as an NFVO and

a generic VNFMVNFs and PNFREe modelled using the TOSCA language anticamded to Cloudify.
Cloudifymodeldriven Design allows operators to build VNF descriptorsretdork servicedescriptors and
manage the lifecycle of the network service. By its very nature, Cloudify Bltseepright be considered as

the NS and VNF catalog entities defined by MANO. Cloudify is aligned with the MANO reference architecture
but not fully compliant.

Tackeris an official OpenStack projg@&5] that builds ageneric VNFM and a NFVO to deploy and operate
network services and VNFs on an NFV infrastructure platform like OpenStack (at this moment, tRélMulti
is not supported, a¥acker only supports OpenStack). It is based on ETSI t8N@cturalframework and
provides a functional stack to Orchestrate Network Seniit2is1sing VNFs.

Open Network Automation Platform(ONAB [36] provides a platform for redme, policydriven
orchestration and automation of physical and virtual network functions, which allows providers and
developers to automate new services and sappifecycle management. The orchestration stack on ONAP
provides for service delivery, change, scaling controller instantiation and capacity management across both
the application and network controllers.

Open Source MAN@OSM [37] is an operatodled ETSI community effort that is delivering a production
quality open source Management and Orchestration (MANO) stack aligned to the ETSI NFV orformati
models and that meets the requirements of production NFV networks. OSM provides a solution for
onboarding and instantiation afetwork servicesncluding VNFs for different use cases in the virtual and
physical network elements. It is also coveringlal aspects of network service ligycle management and
network function lifecycle management. OSM takes a huge step towards 5G network deployments and their
E2BEorchestration by telecom operators, making it an ideal choice for 5G scenarios and any Metivork

as a ServiceN@aS) offer. The main and extended features of OSM are:

1 Provides a pytho#based client library and REST interfaces to enables access to all features, as well
as a set of plugin models for integrating multiple monitoring tools &BdN controllers.

1 Provide dynamic creation of int@fatacentre connections across heterogeneous WAdea
Networks (WANS).

1 Bringing complete support of 5&&twork slices for the cloud domain and clouthtive applications
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to NFV deployments.
1 Expanding orchésation capabilities across transport, physical and hybrid networks.

1 Extended support of Service Function Chaining (SFC) monitoring capabilities, including VNF metrics
collection; and suppotior physical and hybrid network functions, (PNFs and HNFs riagglgl.

Summaries of the solutions demonstrate that most of existing orchestration tools are limited to the cloud
domain and not dealing with RAN and transport network. In addition, the slicing and -cdive
applications are not tackled, so thelg not explicitly handle solutiogin the context oG CLARITproject.

Among others, the project has chosen to utilize the ETSI OSM for the orchestration as it is the only solution
that provides required features to our project

Edge Computing Orchestrationd&mnework

Edge computing is an extension of cloud architectures to the edge of the network, close to the devices that
produce and act on data. The value proposition of this new model isijlitatan process data close to where

they are collected thus miniizing processing latenciyi) it offloads gigabytes of network traffic from the

core network and, iii) it keeps sensitive data inside the network itself. Like in the cloud domain, edge
resources require to be orchestrated and managed. Here, we are reviewing some orchestration frameworks
that have been designed for edge computing:

Open Network Edge Servic&oftware (OpenNES$H an open source software toolkit that enables the
deployment of edge compute services on diverse platform and access techndi®gjest supports the
deployment of edge services in a network and can be extended in functionality into a commercial platform
orbere-dzZi SR (2 FTRR OF LI oAfAGEe (2 SEA&AGAY3I SR3IAS LI I (7F2
A YLISRI y Oéhéed Iy BdtadikIbperatorsndependenthardware vendors (IHVs), anthdependent

software vendors (ISVs) in deploying edge services. To achieve this goal, OpenNESS provides a variety of
features such as:

1 Exposes platform and hardware diversity to edgplications and orchestrators.

1 Supports the extension of public cloud services into the edge network, as well as the RAN
technologies in the edge networks, including wiéi;Fi, LTE and 5G mobile networks.

1 Supports Artificial Intelligence (Al) and med@amputing application frameworks.

1 Supportsedgeapplications andchetwork edgeapplicationonboarding, as well aore networks.

1 Supports VM deployments on Kubernetes, OpenStack.

ONF _Aetheris an open source Enterprise 5G/LTE Edgpeidasa-Service platform (ECaaf38P], which
provides mobile connectivity and edge cloud servicesdfstributed enterprise networks, all provisioned

and managed from a centralized cloud. Aether is optimized for roldtid deployments, and it
simultaneouslysupports wireless devices over licensed, unlicensed and lightly licensed (CBRS) spectrum. It
alsocan support mobility and edge services across a rsii#ti footprint as an elastic and scalable cloud
service, simplifying deployment. Management is centralized in the cloud providing entenpdsevisibility

and a centralized dashboard for management.

The described edge computing orchestration frameworks do not adhere to the NFV MANO architecture and
information elements and therefore will not be considerecbi®CLARIT Ygiven that our focus is designing
management framewaorks for private networks thegtn be easily integrated with 5G public networks where
NFV MANO is being used.
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2.3 Network dlicing in private networks
2.3.1 State of the art

2.3.1.1 Legacy preslicing techniques

Network slicing is a new concept brought in holistically within the new 5G paraditp@ Third Generation
Partnership Project (3GPP) specification from ReleagRé&#.5)onwards. However, to a very reduced and
lesser extent, there have been certain network sharing andsfioing aspects since the early daySGiPP

Rel9 specification, albémore related to Quality of Service (QoS) management or network sharing aspects.

a) QoS Class Identifiers (QCIs) and Guaranteed Bit Rate (GBR)

In[40] the LTE Ré& specifications already specified the concepEAEQ0S by means of the Evolved Packet
System (EPS) bearer/ ER&dio Access BearerRAB) for E2E QoS control in the ERCYRANarchitecture.

The Service Data Flows (SDFs) mapped to the same EPS bearer receive the same bearer level packet
forwarding treatment (e.g. scheduling policy, queue management policy, rate shaping policy, Radio Link
Control(RLg configuration, etc.). An EPbearer/ERAB is referred to as a GBR bearer if dedicated network
resources related to a GBR value that is associated with the EPS bd#d3/Bre permanently allocated at

bearer establishment/modification. Otherwise, an EPS bearBAB is referred tossa NoRGBR bearer. This

EPS bearer service layered architecture is depicté&dginre2.4.

The bearer level QoS parameters are QCI, Allocation and Retention Priority (ARP), GBR, and Aggregate
Maximum Bit Rate (AMBR). The QCl is a scalar that is used as a reference to acesgedificlparameters

that control bearer level packet forwarding treatment. There is a-tlmmene mapping of standardized QCI
values to standardized characteristics. The ARP primary purpose is to decide whether a bearer establishment
/ modification requestcan be accepted or needs to be rejected in case of resource limitations. Each GBR
bearer is additionally associated with the GBR, which is the bit rate that can be expected to be provided by
a GBR bearer. E2E resource allocations for GBR bearers ademmhfor admission control of new bearers

to guarantee that bitrate. To an extent, the use of GBR and ARP could be considered as a prirmstice pre
resource reservation technique. While GBR is used to guarantee the minimum data rate to be maintained
to support by a single bearer, the User Equipment {AldBR and Access Point Name (ARMBR are the
maximum aggregated bitrates associated with a group of bearers per UE or APN respectively.
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Figure2.4: EP®earerservicearchitecture.
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b) APN

From[41] a UE can be connected to more than one Packet Data Network (PDN) for different types of services,
F2NJ SEFYLX S GeLmaortte !''9a Oly dza$s ﬁA??éS\lW&‘ﬁﬁ gt 2|
Y2NXIf AYGSNYSG 2NJ aAYaeg F2N £2[¢9 ASNBAOSad ¢KAA
0S asSSy a I ¢gle& (2 aatAoS¢é¢ GKS aSNWAOSa 2F (KS
applied.

¢) Network Sharing: Mlii-Operator Core Network (MOCN)

In [42] the defined network sharing architecture allows different core MNOs to connect to a shared radio
access network. This network sharing can either be implementddudts-Operator Core NetworkMOCN,

i.e., with NonAccess Stratum Node Selection FunctioN$N) within the eNodeB, or GateW-&ateWay

Core Network(GWCN, i.e. with NNSF within the EPC. MOCN enables not only the possibility to support
neutral host use cases where the eNodeB connects different MNO subscribers to each participating MNO
EPC basedn the PLMNID used during registration, but also the support of pufeleésdconfigurations for

load sharing between different pools of Mobility Management Entities (MMES) and Serving Gateways (SGWS)
for single MNO use cases. Mutiberator RAN (MD-RAN isa special case of network sharing whereby the
Radio Units (cells) are fully dedicated to each MNO normally using their own licensed spectrum, but all the
underlying mechanisms used to supportatd.broadcasting multiple PLMNIDs, N\N&t€) are the sam as

for MOCN.

d) Dedicatedcore network selectionfunction (DECOR)/enhanced DECOR (eDECOR)

DECOR was part 8GPFRel13[43] and 3GPPRel14 (eDECOR) to provide a finer grained granularity for
differentiated services within a PLMNiD4]. DECOR enabled the EPC selection function within the PLMNID
for different types of subscribers associated to different Dedicated Core Net{D@iN) The purpose with

a dedicated core network may be to provide specific characteristics afigihations or isolate specific UEs

or subscribers, e.g. machite-machine (M2M) subscribers, subscribers belonging to a specific enterprise or
separate administrative domains, etc. The main architecture enhancements are to route and maintain UEs
in their respective dedicated core network, i.e. for UEs with assigned DCN. DECOR introdusagetyfee
parameter inHome Subscriber Servad$$and signalling procedures to define which DCN (i.e. service) a
specific UE should be attached to, within the same RID4 eDECOR enhanced DECOR with assistance data
to UE so that Nom\ccess Stratum (NAS) Initial UE messageutng is not needed.

2.3.1.2 Network slicing concept

bSlig2N] atAOAy3dI KFIa SYSNHSR Fa | azfdziazy (2 S02y
infrastructure. For this reason, the main Standard Developing Organizations (SDO) have taken the leadership
role on analysing the concept of network sl as well as standardizing its management and orchestration
mechanisms. A brief description of SDO contributions on network slicing can be folradGhARITY
deliverable D2.245]. Below, we provide an insight into the network slicing contributions related to multi
Wireless Access Technology (WAT) networks and private networks. Finally, we also provide a brief
description about the latest advances on slicing.

2.3.1.3 RadioAccess Network (RAN) slicing for midWAT networks

Thanks to network slicing, 5G systems are expected to be flexible infrastructures wherersice=ated

with appropriate isolation and optimized characteristics to address the requirements of aispggfication.

This is especially relevant for the RAN, where resources are expensive, scarce and cannot be overprovisioned.
Focusing on RAN slicing, the slices run on top of the wireless platform which contains radio hardware and
the set of infrastructue resources. A RAN slice can be seen as a particular RAN behaviour, and it has to be
designed in order to meet specific RAN capabilities and networks characteristics required by different
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services associated with a given SiAgiwork Slice Selection Astince Information (BISSAI) and Public

Land Mobile Network (PLMN)ccordingo [46], network slicing in RAN must concern about a series of key
principles such as RAN awareness of slices to make distinctions in traffic handling in accordance to different
network slices requiremesf the slice availability; and the correct resource management and isolation
between them.Different worksavailable in the literaturehave addressed the isolation and the radio
resource management between RAN slip€g), [48].

From a functional perspective of RAN slices, their radio functionalities are gathafdddeB (QNBs). These
gNBs split their functionalities into Distributed Units (DUs) @edtralized Units (CUs). The DU comprises
lower-layer functionalities and might be partially implemented as VNFs in micro servers while the CU
comprises highetayer functionalities and might be totally implemented as VNF in an edge cloud. This
functionalsplit allows to benefit from the processing centralization and ease the aggregation ofWAiltj
e.g.Wi-H and LiFi, over common functionalities.

Among the existing works addresing RAN slicing in neBGPRaccess netwds, [52] introduces a resource

slicing scheme which realizes autonomic management and configuration of virtual Access Points (AP) in a LiFi
attocell access network based mervie providers and their user service requirements. This scheme
comprises of traffic analysis and classification, a local AP controller, downlink and uplink slice resource
manager, traffic measurement, and information collection modules. The proposed ressligiog scheme

collects and analyses different applications traffiatistics supported on the slices defined in each LiFi AP

and distributes the available resources fairly and proportionally among thef®3ln RAN slicing iMVi-Fi
networks is addressedhere ascheduling algorithm that allocates airtime to a set of virtual interfaces
executing on the same or in different physical radios is developed.

5GCLARITWill advance the&sotAby considering network slices supporting radio access technologies beyond
5GNR i.e., Wi-Fi and LiFi.Furthermore, 5GCLARITgoes beyond theSotAby developing a RAN slice
orchestrator able to cope with radio frequency resources (licensed and unlicensed spectrum)i&nd
resources5G-CLARITSlices will have to deal with muitionnectivity features supporting the Access Traffic
Steering, Switching and SplittingT3$ function, which oversees traffic steering between 3GPPP and non
3GPP accessgs4].

2.3.1.4 Network slicing solutions for private networks from 58PP projects

Working in parallel with SDOSGPPPPhase3 projects considethe SDO solutions for network sliciagd
provide novel contributiongo that field. Within this phase, two groups are relevantlie 5GCLARIT¥cope

as shown irFigure2.5, a)infrastructure projects (IGI7 call), i.e5GVINNI, 5&VE and 5GENESIS, bnd
vertical use case projects (KLY call), i.e. 5GSMART,-5GQURS, FULL5G, 5G!IDRONES, 5GROWHEARG,
5GSOLUTIONS, -MBCTOR]1]. On the one hand, ICI7 projects provide a paBRuropean largecale 5G
validation network infrastructure thalemonstrates how key 5G Key Performance Indicatdf®(} can be
met, accessed and used by industry verticals to set upaeh trials of innovative use cases, testing and
validating specific applications thdependupon those KPIs. On the other hand, -@Tprojects aim the
technical and business validation of 5G technologies from the veit@elwpoint, following a fieldrial-
based approach on vertical specific private venues, e.g., factories, campus, etc.
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Figure2.5: Overview of relevant 5@ PP Phase Il projects, and their relation as "public” (,Z}J and "private"(ICF
19) 5G networkg1].

Under this context, the network defined within the logical perimeter of a verwahed site (i.e.private
network) usually consists ofie (or more) network domain(s). The rest of the domains thus shall be provided
an external network (i.e., public network) out of the logical perimeter of the vertical premises. To integrate
both, the public and nomublic networks, network slicing takeskay role. Specifically, with an KT site
providing a given ICI9 site with missing 5G components (e.g., 5G control plan€l, 7GUipport application)

and necessary connectivity (e.g., WAN connectivity) in the form of a dedicated Network Slice Ssthneeln
(NSSI). By attaching this NSSI to thepmmises deployed components, the T site can have an E2E
Network Slice Instance (NSI) at his disposal. An illustrative example of this integration is degfiteadn

2.6.

Focusing on the network slicing solutions provided byl€Pprojects, most of them are in their infancy
because only abstracted concepts have been developed at the moment of writimtptivisrable. Other IGT

19 projects such as 5B0URS and 5GROWTH have already provided more exhaustive details about their
solutions for network slicing. Specifically,-5GURS provides an efficient and reliable ctoseommercial
services for tourists, tizens and patients in three different types of cities: (a) the safe city whéreath

use cases will be demonstrated; (b) the touristic city focused on media and broadcast use cases; and (c) the
mobility-efficient city that brings 5G to users in motias well as to transport related service providfss].

To provide the vertical customers with a friendly interface to request and operate network slic8§BRS
implements a service layer on the top of the management architecture. Specifically, this layer includes
management mechanisms such as slice definition, creation, monitoring management and deletion by means
of network slice blueprintsSGCLARITWill use tre 5GT Vertical Slicer component from the-b@nsfomer

project (i.e., a 5&PHPhase 2 project) as a baseline to implement the network slice blueprint and the service
layer[56].
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5GROWTHIms to enable the uniform and automated deployment and operation of customized network
slices foremerging use cases (e.g., Industry 4r@nsportation andenergy on vertical premisesjsthe
starting point, 5SGROWTH inherits the 38ANSFORMER architee for managing network slicd&7].
5GROWTHrchitecture is composed of three layeEESROWTHMertical dlicer (5G#VS),5GROWTHervice
orchestrator (5Gi1SO), andbGROWTHesource layer (5GRL). 5GNVS acts as entry point famerticals to
request a custom network slice. It manages the mapping and translation between the requested vertical
services(selected from the catalogue of Vertical Service Blueprints (\&B)a number of NSls that are
created on demand, by provisionitite associated NFvetwork servicesnediated through the 5G80. 5Gr

VS also implements the functionalities to manage the lifecycle of the network slices and their network slice
subnets that can be mapped into tiNetwork Slice Management Function (NSM#€) Bletwork Slice Subnet
Management Function (NSSM&EFSO isesponsible foE2E orchestration of NS and lifecycle management.

It provides both NS and resource orchestration capabilities to instantiate network slices within and across
multiple domains.5GrRL hosts all the compute, storage and networking physical and virtual resources
where network slices and E2E services are executed.

In a nutshell, the IGT9 projects assume an integration of public and private networks to provide use cases
required bythe industry verticals. In these projects, network slicing is the key enabler to perform this
integration. Furthermore, in order to automate the deployment and operation of the necessary network
slices Al and Machine Learning (ML) play a key roleGtCLARIT,Yve do not only adopt these innovations,

but we also give a step further by considering a scenario where the private venues have availabléAmullti

i.e., 5SGNRWi-Fiand LiFiThe aim of using mulVAT is to enhance the available capacity ia tertical
premiseq58].

2.3.1.5 Latest advances on network slicing

Some of the latest advances in network slicing such as-atiain slicing, hybridlicing and deep slicing
are introduced below.

a) Multi-domainslicing

Multi-domain slicing refers to the slicing techniques that span across all the network domains, including RAN,
core and transport domain. The network slices that embrace all the nét@omains are typically referred
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to as E2E slices.

In recentyears, several solutions for network slicigre introducedin the literature however, most of

them focus on single domains. Specifica#igrly solutions have been focused on the core netwdikg.,

[59]). Thencameslicing solutions for the RAN and transport networks (¢60] for RAN slicing anié1] for
transport network slicing). However, neither of these solutions contemeph network slice as an E2E
solution. For this reason, the last advances on network slicing by the research comanafogused on E2E
solutionson several aspects. For example,[62] POSENS designedwhich isa practical open source
solution for E2E network slicing. This solution extends3beA proposals by includingn the prototype
characteristicsuch asnulti-slice UE, slicaware RAN solution, and specific muslice MANO capabilities.
Other works further focus on improving technical aspects on the management architecture for E2E slicing.
For instance[63] provides an implementation of an E2E network slice orchestration platformragrat the
evaluaton ofits performance in terms of dynamic deployment of network slices in an E2E fashion. They also
discuss how th slice orchestrator functionality can be enhanced to better customize the network slices
according to the needs of their respective service. Finally, some works provide mathematical frameworks to
manage and orchestrate E2E slices, sudb4lsin which a model to build a network slice request and map

it into the infrastructure networks presented The mapping process consists of the placement of VNFs and
selectionof link paths chaining them. In this soluticmgcomplex network theory to obtain the topological
information of slices and infrastructure netwoikalso adopted

b) Hybrid slicing andleep slicing

Hybrid slicing is a concept used to refer to those scenarios where the avaitalideresources are not

allocated in static portions to the different slices. This means there is an amount of resources that is shared
between slices that offer different kihof servicess demonstrated ifrigure2.7. The distribution of these

shared resources must be optimal according to the needs of the existing slices throughouifetigiel

Under this context, a dynamic resource allocation framework to facilitate RAN slicing among heterogeneous
servicess proposed65]. It aimsat jointly optimizngthe bandwidth allocation and power consumption for

IoT devices while satisfying the corresponding latency for sporafti@-Reliable Low Latency
Communication(uRLLC) traffic arrivals and the quality of enhanced Mobile Broadband (eMBB) services as
much as possible. Some radio resources are reserved for URLLC and eMBB slices in advance, while others are
shared according to the queue backlog to customize the fraquédandwidth slice.

The concept of deep slicing wiedroducedin [66]. It refers to have any kind of service, any resource and

any function wherever, in suchveay that multiple stakeholders can be supported using one infrastructure.

To achieve this goal, all the novel slicing techniques and technologies must be involved, such as E2E slicing,
multi-domain slicing and proper slices scaling and isolation.

5GCLARIY will consider E2E slices in two different ways. First, 3eCLARIThanagement stratum
described in deliverable D2[25] will be able to deploy mulilomain sices within the private venue
composed of multWAT, transport and compute services. Second, 36 LARITSlices within the private
venue may be complemented with slices offered over a public network.
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Figure2.7: Radio resource allocation for hybrid services. Figure taken fii@%i.

2.3.2 5GCLARITHYlicingmodel andrealization

A5GCLARITEIliceis defined as an opremise infrastructure slice, i.ean isolated set of resources that are
segregated from the private infrastructure for their delivery to separate tenants. This nieaad. ARITY
slicing enables isolation among tenants. Note that the use of network slick@@LARITdiffers from the
one in 3GPP community.e.,while for5GCLARITIt is multi-tenancy support for 3GPHRt is multi-service
support (the ability to deliver tailord functionality for different services). Once a single CLARITSlice is
delivered to a specific tenant, one orore custometfacing servicesould be provisioned using the set of
resources (hereinafter referred as resource chunks) which comprisesGiiis ARITSlice. These customer
facing services (augmented reality applications, enhance positioning automated guided vehicles) could be
modelled as one or more ETI$IFV network services, i.e., a composition of NFs implement&®iN&sand a
set of wirelessand transport services configured on PNFs, as they will be defined later. The detigred
CLARITSlice could be deployed across different network domains, i.e., RAN Transport Netwook Coxg
Network (CN). This means th&CLARITSlice has an E2tature.

Depending on the intended use of individ&al-CLARITSlices, a tenant could be either:

1 A Communication Service Provider (CSP) / Digital Service Provider (DSP), either public pttprivate
uses the 5GCLARITlice as received from the private network operator, without further
modifications. The CSP/DSP simply builds communication services on top of the slice. With this setup,
the services are entirely provisioned within the boundaries of the private venue.

1 Apublic network operatorlt uses thesGCLARITSlice received from the private operator to define
a new slice, with further functionality. The public network operator can thesetéthis slice to public
or private CSP/DSPs, fostering B2B2X partnershifesprocess of defining a new slice out offike
CLARITSlice can be done using two different approaches. On the one hand, the public network
operator can deploy public VNFs on the private infrastructure, using tHeouse resources
managed by the pviate network operator, and attach these VNFs to the origifaCLARITSlice.
Note that the resulting slice is also tme on-premise slice. On the other hand, the public operator
can extend the origindbGCLARIT¥lice to the PLMN, where the public optr can do further
processing (e.g., aggregating public VNFs, or extend coverage). Unlike the first scenario, the resulting
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slice is not an ompremise slice, as it includes PLMN resources. Thesgerafiise resources are
beyond the management scope of yate network operator, and therefore &GiG-CLARITSystem.

1 An hyperscaler It performs an equivalent tenant role as the public network operator, with the only
difference that offpremise resources are not PLMN resources, but private cloud resqurcges
Google Cloud, Amazon Web Services, Microsoft Azure. The consideration of this tenant B®ut of
CLARITSCOpe.

Focusing on the resource chunk composition &fGCLARITSlice, it can be seen as ailored set 065G
CLARITYesourcefacing servicesi.e., a) one or moreSGCLARITWireless serviced) one or more5G
CLARITaompute servicesandc)one or more5G-CLARITtransport services. These individual services could
be flexibly combined to define a wide range of differé@CLARITSlices. Thesservices are individually
detailed below.

AS5GCLARITWireless servicaepresents the configuration that needs to be set on one or more APs or base
stations from a specific WAT, in order to make them operationally ready forSeéh€LARITslices.
Additionally, different WATs require the definition of separ&&CLARITWireless services, thus the
number of SGCLARITWireless services in aGCLARITSlice ranges from one to a maximum of three.,
LTEBGNR, Wi-Fi and/or LiFi.Figure2.8 shows an example adGCLARITslice with three differentcG
CLARITWireless services. If the WAT af@CLARITWireless service consists of LTEEGNR APS.e., eNBs

or gNBDUSs, these must be configured to radiate a given PLMN Identifier (PLMN ID). When the VB&T of a
CLARITWireless service consistsfi-Fior LiFi APs, these APs must be configured to radiate a given Service
Set Identifier (SSID).

A5G CLARITEompute servicas a composition of VNFs, each providing a-defined network functionality.
This means &G-CLARIT&ompute service can be modelled as a single-NFSINS. Among the VNFs which
a5GCLARITSlice comprises, a subset of them mimsplement the 3GPP functionality that is required to
provide connectivity from endiser devices to a data network. The numbebGICLARIT8OmMpute services
required by a givehGCLARITSlice depends on the modularity in th&>CLARITSlice design. Thiigher

the modularity, the higher the number of compute services needed. For example, the VNFs providing the
control plane functionalities of 5GN, the UPF (along with the correspond vAPP) and theajNg@long with

the dRAX) could be modelled as separat-CLARITEompute services (NSs provisioned each on a single
site), or could be arranged into one singlé-CLARITdompute service (a NS provisioned over multiple sites),
or any combination in between. The former case is depicteHigure2.8. In this example, one network
service deployed in the RAN cluster implements the-gNB and the dRAX fors5&>CLARITSlice. Other
three network services deployed in the Edge cluster implemntlee CN control plane, and two UPFs (along
with their VAPPS), respectively.

AS5GCLARITtfansport servicerepresents the configuration that needs to be set on TN devices in order to
make them deliver the traffic from one or mof&s-CLARITWireless serces into one or moréGCLARITY
compute services. TN could comprise Ethernet and/or T8mmesitive Networking (TSN) switching devices.

In 5GCLARITthe frames of each transport service will be uniquely signalled by using one or more 802.1Q
VLAN tags.
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Figure2.8 Deployment example of an opremise5G-CLARITslice

For a givemGCLARITWireless/compute/transport service withing=CLARITSlice, it is required to define
the specific size for the resoze chunk to be allocated for th&t>CLARIT&ervice. This amount of resources
is referred to as resource quatd@he definition of resource quotas for eabl-CLARITSlice ensures their
proper isolation during their lifetime. The definition of resouragotp for each5GCLARITXlice must be
detailed for each constitueri GCLARITWireless/compute/transport service. We describe the meaning of
resource quota for eachGCLARITService as follows.

AS5GCLARITWireless quotais the set of wireless resous (i.e., averaged over a time interval) which are
allocated in each AP of a spec#iG-CLARITWireless service. This quota could be strict or float. A strict

guota means wireless resources are not allowed for o6 &ICLARITSlices even when they areohused

by the defined5GCLARITSlice. A float quota means wireless resources could be allowed for 6ther
CLARIT¥lices if they are not used by the defineCLARITSlices. When the WAT supported by the
wireless service consists of LTE/NR APs, the wireless resources correspond to Physical Resource Blocks (PRB:
If the WATsupported by the wireless service consist$\GfFi APs, the wireless resources correspondre t
percentage of airtime consumption. Finally, if the WAT supported by the wireless service consists of LiFi APs,
the wireless resources are specific wavelengths and/or airtime on a wavelengtthGGieARITWireless

quotas will be enforced through the MitWAT non real time Controller (ssection2.3.2.1.).

A5G CLARIT®ompute quotais the set of virtualized computing, networking and/or storagsotaces from
cloud infrastructures (e.g., the RAN and/or edge cluster) which are allocatedb®CaARITSlice.

9 For virtualized computing resources, tA&CLARIT8ompute quota comprises a restriction on the
number of virtualized CPUs, the number of virtualization containers (e.g., virtual machines) or the
size of the virtual memory (i.e., virtualized RAM).

91 For virtualized networking resources, tA&CLARITeompute quota comprises a restriction on the
number of public IP addressed, the number of ports and the number of subnets.

1 For virtualized storage resources, the-CLARITaompute quota includes a limitation on the storage
size, the number of snapshots arftethumber of volumes.

To implement the5GCLARITgompute quota for eacthG-CLARITEompute service, a VIM project (i.e.,
OpenStack project) will be created.
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