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NRM Network Resource Model 

NSaaS Network Slice as a Service 

NSD Network Service Descriptor 

NSMF Network Slice Management Function 

NSSAAF Network Slice Specific Authentication Authorization Function 
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NSSAI Network Slice Selection Assistance Identifier 

NSSF Network Slice Selection Function 

NWDAF NetWork Data Analytics Function 

OBSS Overlapping Basic Service Set 

OFDM Orthogonal Frequency Division Multiplexing 

OOK on-off-keying 

OSS Operation Support System(s) 

OWC Optical Wireless Communications 

PAM Pulse Amplitude Modulation 

PCF Policy Control Function 

PDU Packet Data Unit 

PLMN Public Land Mobile Network 

PNF Physical Network Function 

PNI-NPN Public Network Integrated NPN 

PoC Proof-of-Concept 

PoT Proof-of-Transit 

PPM Pulse Position Modulation 

PRB Physical Radio Block 

QoS Quality of Service 

RGB red, green and blue 

RIC  RAN Intelligent Controller (RIC) 

RRM Radio Resource Management 

RSS Received Signal Strength 

RU Radio Unit 

SAP Service Access Point  

SAS Shared Access Spectrum 

SBA Service Based Architecture 

SBMA Service Based Management Architecture 

SDN Software Defined Networking 

SDO Standard Development Organization 

SECF Service Exposure Control Function 

SLA Service Level Agreement 

SMF Session Management Function 

SN Secondary Node 

SNPN Standalone NPN 

SOA Service Oriented Architecture 

SON Self-Organized Networks 

SotA State-of-the-Art  

SPAD Single-photon avalanche diodes 

SRB Signalling Radio Bearer 

SSC Session and Service Continuity 

SotA State-of-the-Art 

SRP Stream Reservation Protocol 

TAS Time-Aware Shaper 

TAPI Transport Application Programming Interface 
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TDD Time Division Duplexing 

TDMA Time Division Medium Access 

TNAN Trusted non-3GPP access networks 

TNGF Trusted Non-3GPP Gateway Function 

ToF Time-of-Flight 

TSC Time Sensitive Communication 

TSN Time-Sensitive Networking 

TTI Transmission Time Interval 

UDR Unified Data Repository 

UDSF Unstructured Data Storage Function 

UE User Equipment 

UICC Universal Integrated Circuit Card 

UNI User Network Interface 

UPF User Plane Function 

uRLLC Ultra-Reliable Low Latency Communications 

VAF Virtualized Application Function 

VCSEL Vertical-Cavity Surface-Entity Laser 

VDU Virtual Deployment Unit 

VIM Virtualized Infrastructure Manager 

VISP Virtualized Infrastructure Service Provider 

VLC Visible Light Communication 

VNF Virtualized Network Function 

VNFD VNF Descriptor 

VPN Virtual Private Network 

WAT Wireless Access Technology 

WDM Wavelength Division Multiplexing 

YAML YAML (Yet Another aŀǊƪǳǇ [ŀƴƎǳŀƎŜύ !ƛƴΩǘ aŀǊƪǳǇ [ŀƴƎǳŀƎŜ 

YANG Yet Another Next Generation 
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Executive Summary  

This document, 5G-CLARITY D4.1, is entitled άLƴƛǘƛŀƭ ŘŜǎƛƎƴ ƻŦ ǘƘŜ {5bκbC± ǇƭŀǘŦƻǊƳ ŀƴŘ ƛŘŜƴǘƛŦƛŎŀǘƛƻƴ ƻŦ 

ǘŀǊƎŜǘ рD/[!wL¢¸ a[ ŀƭƎƻǊƛǘƘƳǎέ ŀƴŘ ŘŜǎŎǊƛōŜǎ ǘƘŜ ǿƻǊƪ ŘŜǾŜƭƻǇŜŘ ƛƴ ²tп άaŀƴŀƎŜƳŜƴǘ tƭŀƴŜέ ŘǳǊƛƴƎ 

the first year of the project.  

The main contribution of this deliverable is a state-of-the-art analysis and an initial design for the main 

components of two stratums of the 5G-CLARITY architecture as defined in 5G-CLARITY D2.2, namely the 

Management and Orchestration stratum and the Intelligence stratum. 

For the Management and Orchestration stratum, this deliverable defines in detail the Service and Slice 

management subsystem and the Data Processing subsystem: 

¶ Service and Slice Management subsystem: A formal definition of a 5G-CLARITY slice and an initial 

design for the Slice Manager and the multi-WAT non real-time RAN Intelligent Controller are 

provided. A practical deployment of a 5G-CLARITY slice across the various wireless technologies, the 

transport network and the RAN and edge clusters is described. 

¶ Data Processing subsystem: An initial design to gather multi-WAT telemetry in a RAN Intelligent 

Controller is provided. Two main components of this subsystem are identified and described, namely 

the Data Streaming Engine, which can gather and manipulate streaming data from multiple sources 

in the network, and the Data Lake that makes data available to the Machine Learning models living 

in the Intelligence Stratum. 

For the Intelligence Stratum, this deliverable identifies Machine Learning use cases that are enabled by the 

5G-CLARITY system and provides an initial design for the AI Engine and Intent Engine components:  

¶ ML models: A set of 9 distinct Machine Learning models are identified that can be used to optimize 

network performance, including both non real-time and near real-time optimization. 

¶ AI Engine: Is defined as a containerised execution environment that can manage the lifecycle of 

Machine Learning models. The main APIs between the AI Engine and other components of the 5G-

CLARITY system are also identified. 

¶ Intent Engine: A set of eight use cases are identified that illustrate the use of the Intent Engine within 

the 5G-CLARITY system, including interactions between the network operator and the Intent Engine 

and between individual Machine Learning models and the Intent Engine. 

Overall, this document presents the main Management Plane innovations that will be developed in WP4 and 

sets the direction for the work that will be developed in 5G-CLARITY D4.2 and 5G-CLARITY D4.3. 
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 Introduction  

This deliverable, 5G-CLARITY D4.1, is the first report oƴ ǘƘŜ ŀŎǘƛǾƛǘƛŜǎ ƻŦ ǘƘŜ ά²tпΥ aŀƴŀƎŜƳŜƴǘ tƭŀƴŜέ ƛƴ 

5G-CLARITY. The deliverable is aligned with the 5G-CLARITY architectural principles presented in deliverable 

5нΦн ŀƴŘ ŘŜǾŜƭƻǇǎ ǘǿƻ ƻŦ ǘƘŜ ƛƴǘǊƻŘǳŎŜŘ ǘƘŜǊŜƛƴΣ ƴŀƳŜƭȅ ǘƘŜ άaŀƴŀƎŜƳŜƴǘ ŀƴŘ hǊŎƘŜǎǘǊŀǘƛƻƴ ǎǘǊŀǘǳƳέ ŀƴŘ 

ǘƘŜ άLƴǘŜƭƭƛƎŜƴŎŜ ǎǘǊŀǘǳƳέΦ ¢ƘŜ ǘƛǘƭŜ ƻŦ ǘƘƛǎ ŘŜƭƛǾŜǊŀōƭŜ ƛǎ άLƴƛǘƛŀƭ ŘŜǎƛƎƴ ƻŦ ǘƘŜ {5bκbC± ǇƭŀǘŦƻǊƳ ŀƴŘ 

identification of target 5G-CLARITY a[ ŀƭƎƻǊƛǘƘƳǎέ ŀƴŘ ƛǘǎ Ƴŀƛƴ Ǝƻŀƭ ƛǎ ǘƻ ǇǊŜǎŜƴǘ ǘƘŜ ƳŀƴŀƎŜƳŜƴǘ ǇƭŀƴŜ 

innovations that will be developed in 5G-CLARITY throughput the duration of WP4, which include: i) design 

of slicing solutions for private networks, ii) design of integrated multi-WAT real-time telemetry systems, iii) 

novel mechanisms to integrate private and public networks, iv) network management algorithms powered 

by ML and hosted in an AI engine, and v) the design of intent based interfaces to ease the operation of private 

networks. 

1.1 WP4 overview  

5G-CLARITY WP4 works on the development of management systems for private networks. The relation of 

WP4 with other 5G-CLARITY Work Packages is depicted in Figure 1.1. The work in WP4 is driven by the use 

ŎŀǎŜǎ ŀƴŘ ŀǊŎƘƛǘŜŎǘǳǊŀƭ ǇǊƛƴŎƛǇƭŜǎ ŘŜŦƛƴŜŘ ƛƴ ²tнΥ ά{ŎŜƴŀǊƛƻ 5ŜǎŎǊƛǇǘƛƻƴǎΣ !ǊŎƘƛǘŜŎǘǳǊŜ ŀƴŘ wŜǉǳƛǊŜƳŜƴǘǎέΣ 

ŀƴŘ ƛǎ ŀƭƛƎƴŜŘ ǘƻ ǘƘŜ ǿƻǊƪ ŘŜǾŜƭƻǇŜŘ ƛƴ ²tоΥ ά¦ǎŜǊ ŀƴŘ /ƻƴǘǊƻƭ tƭŀƴŜέΣ ǎƛƴŎŜ ǘƘŜ ƳŀƴŀƎŜƳŜƴǘ ǎȅǎǘŜƳǎ 

defined in WP4 will be used to manage the functions developed in WP3. The output of WP4 is directly fed to 

²tр άLƴǘŜƎǊŀǘƛƻƴΣ 9ȄǇŜǊƛƳŜƴǘŀǘƛƻƴΣ tǊƻƻŦ-of-/ƻƴŎŜǇǘ ŀƴŘ 5ŜƳƻƴǎǘǊŀǘƛƻƴέ, where it will be used both in self-

contained demonstrations and in the project-wide use case demonstrations. 

 

Figure 1.1 5G-CLARITY Work Package Structure. 

The main objectives of WP4 are: 

¶ O4.1. Design and demonstrate a multi-tenant SDN/NFV management platform allowing to configure 

the private 5G/Wi-Fi/LiFi network infrastructure and to provision third-party connectivity services in 

less than 5 minutes. (OBJ-TECH-6) 

¶ O4.2. Design and demonstrate mechanisms to integrate the connectivity services provisioned over 

the 5G/Wi-Fi/LiFi infrastructure with an end-to-end (E2E) 5G slice in less than 10 minutes. (OBJ-TECH-
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7) 

¶ O4.3. Design and demonstrate an AI enabled engine, and the associated AI algorithms, which enables 

autonomic network management of the integrated 5G/Wi-Fi/LiFi infrastructure. (OBJ-TECH-8) 

WP4 is articulated by means of 3 main tasks as follows: 

¶ T4.1 Development of 5G/Wi-Fi/LiFi management platform, including policy language. The scope of 

this task is to design an SDN/NFV-based management platform to control the integrated 5G/Wi-

Fi/LiFi, transport, and compute infrastructure available in the private venue. The planned platform 

will provide the following functionalities: 

o Allow the venue operator to provision separate infrastructure slices, including resource 

quotas to support connectivity services provisioned by third-party or vertical tenants.  

o Allow 3rd-party or vertical tenants to provision connectivity services for authorized devices 

to access the 5G/Wi-Fi/LiFi infrastructure.  

o 5ŜǎƛƎƴ ŀƴ ƛƴǘŜƴǘ ōŀǎŜŘ ǇƻƭƛŎȅ ƭŀƴƎǳŀƎŜΣ ŀŎǘƛƴƎ ŀǎ ǘƘŜ ǇƭŀǘŦƻǊƳΩǎ bƻǊǘƘ .ƻǳƴŘ LƴǘŜǊŦŀŎŜ όb.LύΣ 

which can be used by the AI engine developed in T4.3 to manage the deployment and 

operation of the network. 

¶ T4.2 Integration with E2E 5G slice framework. The scope of this task is to provide specifications on 

the architectural framework to be used for the management and orchestration of E2E network slices. 

The concept of E2E means that a network slice will allow subscribed UEs to connect to the 5G/Wi-

Cƛκ[ƛCƛ !tǎ ǿƛǘƘƛƴ ŀ ǇǊƛǾŀǘŜ ǾŜƴǳŜ ǘƻ ǊŜŀŎƘ abhΩǎ ǎŜǊǾƛŎŜ ŦǳƴŎǘƛƻƴǎ ŀƴŘ ŀǇǇƭƛŎŀǘƛƻƴǎ ς hosted in the 

Central Office (CO) outside the venue - with tailored QoS and with isolation guarantees. The referred 

framework must integrate the in-premises 5G/Wi-Fi/LiFi management platform with an enhanced 

MANO platform owned by the MNO.  

¶ T4.3 AI engine development and learning algorithms, using historical network data for self-learning 

purpose. This task will support cognitive AI-driven processes that focus on both initial configurations 

to achieve high-ƭŜǾŜƭ ƎƻŀƭǎΣ ŀƴŘ ƭŀǘŜǊ άƳƻƴƛǘƻǊ ŀƴŘ ǊŜǇŀƛǊέ ŀŎǘƛǾƛǘƛŜǎΦ ¢ƘŜǎŜ ǇǊƻŎŜǎǎŜǎ ǿƛƭƭ ōŜ ƎǳƛŘŜŘ 

by policies and data sources arising from T4.1 and will trigger/invoke management actions exposed 

by the E2E 5G slice management capabilities in T4.2. Appropriate ML-based analytics, policy-based 

decision making, and AI-based learning capabilities will be developed to allow initial intents to be 

achieved, and then support self-X capabilities to dynamically make decisions providing intelligent 

control mechanisms for achieving optimised performance, scalability flexibility and resilience.  

This deliverable reports mostly on the work of T4.1 and T4.3, since these are the two tasks that have been 

active since the beginning of the project, while T4.2 will begin at month 13. However, discussions related to 

the integration of private and public networks, which are relevant to T4.2, have already happened in the 

project within the context of the architecture discussions in WP2, and also within the context of the slicing 

discussions in WP4. Therefore, Section 3 in this document is included to introduce the topics of private public 

integration that will be further developed in T4.2.  

1.2 5G-CLARITY stratums requirements and initial designs  

Since this deliverable presents the initial design for the 5G-CLARITY Management and Orchestration stratum 

and the Intelligence stratum, and for the sake of readability, a summary of the requirements and architecture 

designs for these two stratums are presented in this section derived from 5G-CLARITY D2.2 [2]. These initial 

solutions will be elaborated in the rest of this deliverable.  
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 Management and orchestration stratum requirements and initial design  

Table 1-1 contains the 5G-CLARITY Management and Orchestration stratum requirements introduced in 5G-

CLARITY D2.2 [2]. 

Table 1-1 5G-CLARITY System Architecture Requirements. 

Requirement ID Requirement Description 

CLARITY-MOS-R1 
The 5G-CLARITY management and orchestration stratum shall be architected following the 
Service Based Management Architecture (SBMA) principles, with a set of MFs 
providing/consuming management services through a service bus. 

CLARITY-MOS-R2 
The 5G-CLARITY management and orchestration stratum shall allow for the provisioning 
of 5G-CLARITY resource-facing services (i.e. 5G-CLARITY wireless, compute and transport 
services).     

CLARITY-MOS-R3 

The 5G-CLARITY management and orchestration stratum shall keep a resource inventory, with 
information on the on-premise resources that can be used for the provision of 5G-
CLARITY resource-facing services. This includes information on: i) the resource capacity of 
deployed wireless access nodes, including Wi-Fi/LiFi APs and physical gNBs; ii) the compute 
nodes available in the clustered NFVI (RAN cluster and edge cluster), and related 
computing/storage/networking resources; ii) the capacity and topology of deployed transport 
network.  

CLARITY-MOS-R4 The 5G-CLARITY management and orchestration stratum shall store a catalog of VxFs/NSDs. 

CLARITY-MOS-R5 
The 5G-CLARITY management and orchestration stratum shall support to create, retrieve, 
update and delete VxFDs/NSDs 

CLARITY-MOS-R6 
The 5G-CLARITY management and orchestration stratum shall allow to create several 
instances of the same VxF/NFV service. 

CLARITY-MOS-R7 
The 5G-CLARITY management and orchestration stratum shall allow VxF / NFV service scaling. 
This scaling includes the scaling-in and scaling-out the resources of deployed VxF / NFV service 
instances.  

CLARITY-MOS-R8 
The 5G-CLARITY management and orchestration stratum shall allow for the provisioning 
of 5G-CLARITY slices, by defining separate resource quotas when allocating individual 5G-
CLARITY resource-facing services. 

CLARITY-MOS-R9 
The 5G-CLARITY management and orchestration stratum shall maintain information regarding 
the mapping between 5G-CLARITY slices, constituent 5G-CLARITY resource-facing services and 
allocated resources. 

CLARITY-MOS-R10 
The 5G-CLARITY management and orchestration stratum shall allow resource elasticity and AI-
assisted placement optimization as part of the 5G-CLARITY slice lifecycle management. 

CLARITY-MOS-R11 
The 5G-CLARITY management and orchestration stratum shall provide means for model-based 
data aggregation, with the ability to collect and process management data (e.g. performance 
measurements, fault alarms) from different sources in an automated and scalable manner. 

CLARITY-MOS-R12 
The 5G-CLARITY management and orchestration stratum shall be able to correlate aggregated 
data with deployed 5G-CLARITY slices and services instances, providing input to the 
intelligence engine for AI assisted operation of these instances. 

CLARITY-MOS-R13 
The 5G-CLARITY management and orchestration stratum shall provide necessary cloud-native 
capabilities for MF service production/consumption across the entire stratum. 

CLARITY-MOS-R14 
The 5G-CLARITY management and orchestration stratum shall allow individual 5G-
CLARITY customers (e.g. MNOs) to securely access and consume MF services. 

CLARITY-MOS-R15 
The 5G-CLARITY management and orchestration stratum shall provide the means to expose 
capabilities with appropriate abstraction levels to individual 5G-CLARITY customers    

CLARITY-MOS-R16 
The 5G-CLARITY management and orchestration stratum shall provide isolation among 
ŎǳǎǘƻƳŜǊǎΩ ǿƻǊƪŦƭƻǿǎ ŀƴŘ ǊŜǉǳŜǎǘ    
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Figure 1.2 5G-CLARITY management and orchestration stratum: an SBMA approach., introduced in 5G-

CLARITY D2.2, provides and overview of the Management Functions (MF) included in the Management and 

Orchestration stratum, which offer services to each other through a common Service Bus. 

 

Figure 1.2 5G-CLARITY management and orchestration stratum: an SBMA approach. 

The MFs composing the Management and Orchestration stratum can be arranged into four main functional 

groups: 

¶ Service and slice provisioning: Grouping all the MFs that are involved in the provisioning of 5G-

CLARITY slices, composed of wireless, transport and compute resources, as they have been defined 

in Section 2.3.2. 

¶ Data processing and management: Grouping all the MFs that collect telemetry data from the 

physical and the Network Function stratums, in order to make the data available to the Intelligence 

stratum or to the external entities interacting with the management plane. 

¶ Cloud native support: These are MFs required to enable a cloud native deployment of the 5G-

CLARITY management and orchestration stratum. For example, enabling the deployment of stateless 

MFs that can be scaled dynamically in a cloud environment. 

¶ External access mediation: Including MFs that police the interactions with external entities, such as 

the intelligence stratum or an external OSS, e.g. belonging to a mobile network operator (MNO). 

A state-of-the-art (SotA) analysis and an initial design for the components of the Management and 

Orchestration stratum will be provided in this deliverable in Section 2 focusing on the two sub-components 

that require most innovations in the context of 5G-CLARITY, namely the Service and Slice Provisioning sub-

system and the Data Processing and Management subsystem.  

 Intelligence stratum requirements and initial design 

Table 1-2 contains the 5G-CLARITY Intelligence stratum requirements introduced in 5G-CLARITY D2.2 [2].  

Table 1-2 Requirements for the 5G-CLARITY intelligence stratum. 

Requirement ID Description 

CLARITY-INTS-R1 
The 5G-CLARITY intelligence stratum shall leverage machine learning (ML) models to support 

intelligent management of network functions. 
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CLARITY-INTS-R2 

The 5G-CLARITY intelligence stratum shall host ML models and offer them as services that are 

accessible outside of the intelligence stratum. Consumers of the ML services are either the 

network operator or other network functions. 

CLARITY-INTS-R3 

The 5G-CLARITY intelligence stratum shall provide a point of access for ML services to 

consume data from the network and forward recommended configurations to suitable 

network functions. 

CLARITY-INTS-R4 
The 5G-CLARITY intelligence stratum shall provide ML designers a process or interface to 

manage the lifecycle of ML models, including the deployment as services. 

CLARITY-INTS-R5 

The 5G-CLARITY intelligence stratum shall expose a communication interface towards the end 

user that simplifies the management of the 5G-CLARITY platform using intents, including 

intent-based network configuration and intent-based usage of available ML services. 

CLARITY-INTS-R6 
The 5G-CLARITY intelligence stratum shall expose an intent management interface through 

which the intent lifecycle can be controlled, including creation and removal. 

Figure 1.3, introduced in D2.2, describes the two main components of the Intelligence stratum, namely the 

AI engine and the Intent engine, where the AI engine provides hosting and management of ML services, as 

well as aiding ML designers, and the Intent engine provides point of contact to and from the AI engine as 

well as a layer of abstraction towards the consumer of the AI functionalities, such as the network operator. 

Also shown are the high-level interfaces towards the operator, the ML designer, 5G-CLARITY network 

components (such as Slice Manager) and 5G-CLARITY Data Management. 

 

Figure 1.3 Architectural overview of the 5G-CLARITY intelligence stratum with its two main components, the AI 

engine and the Intent engine.  

A state-of-the-art (SotA) analysis and an initial design for the components of the Intelligence stratum is 

provided in this deliverable in Section 4 (ML algorithms running in the AI engine), Section 5 (AI engine design) 

and Section 6 (Intent engine design). 

1.3 Objective and scope of this document  

Deliverable D4.1 takes input from 5G-CLARITY D2.1 [1], and has been co-developed alongside deliverable 

D2.2 [2], where WP4 has contributed some of the architectural aspects described in D2.2, which serve as 

basis for the initial designs presented in this document. This deliverable is also influenced by the user and 
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control functions reported in D3.1 [3], especially in the design of the ML algorithms in Section 5. The output 

of this deliverable will be used within WP4 to further develop the initial designs reported here towards D4.2. 

This deliverable will also be used in WP5 to define demonstration scenarios. This deliverable marks de 

ŀŎŎŜǇǘŀƴŎŜ ŎǊƛǘŜǊƛŀ ŦƻǊ ƳƛƭŜǎǘƻƴŜ a{пΦмΦ ά{ǇŜŎƛŦƛŎŀǘƛƻƴ ƻŦ aŀƴŀƎement Platform in North Bound Interface 

with AI engine and third-ǇŀǊǘȅ a!bh ǎŜǊǾƛŎŜǎέΦ 

D4.1 reports on state-of-the-art research and the definition of the initial innovations that will be executed in 

the various tasks of WP4, in the following way: 

¶ T4.1: defining a new concept of network slice tailored to multi-tenant private network deployments, 

defining multi-WAT telemetry solutions, and defining and intent engine to ease the operation and 

configuration of the private network. 

¶ T4.3: Introducing the concept of an AI engine used to host ML algorithms that will perform a set of 

network management functions and defining 9 ML algorithms that will be developed and 

demonstrated throughput the project. 

¶ T4.2: Introducing an initial set of slice management models, explaining how 3rd parties (e.g. MNOs) 

can interact with the private network slices enabled by the systems defined in T4.1. Note that the 

actual work in T4.2 starts at month 13. 

D4.1 has been carefully aligned with the architectural principles described in D2.2, and in particular this 

ŘŜƭƛǾŜǊŀōƭŜ ŘŜǾŜƭƻǇǎ ǘƘǊƻǳƎƘ ƛǘǎ ǾŀǊƛƻǳǎ ŎƘŀǇǘŜǊǎ ǘƘŜ άaŀƴŀƎŜƳŜƴǘ ŀƴŘ hǊŎƘŜǎǘǊŀǘƛƻƴ ǎǘǊŀǘǳƳέ ŀƴŘ ǘƘŜ 

άLƴǘŜƭƭƛƎŜƴŎŜ ǎǘǊŀǘǳƳέ ƛƴǘǊƻŘǳŎŜŘ ƛƴ 5нΦнΦ 

1.4 Document structure  

The rest of this document is structured as follows: 

¶ Chapter 2: Provides state-of-the-art research and initial solution design for the 5G-CLARITY network 
slicing subsystem for private networks, and for the 5G-CLARITY telemetry subsystem. 

¶ Chapter 3: Provides an initial discussion on the interaction between 5G-CLARITY private networks 
and MNOs, which will be further developed in D4.2. 

¶ Chapter 4: Describes a set of 9 ML algorithms that will be developed and demonstrated during the 
project. 

¶ Chapter 5: Provides state-of-the-art research and initial solution design for the AI engine included in 
the 5G-CLARITY άLƴǘŜƭƭƛƎŜƴŎŜ ǎǘǊŀǘǳƳέ ǘƘŀǘ ƛǎ ǳǎŜŘ ǘƻ Ƙƻǎǘ ŀƴŘ ƳŀƴŀƎŜ a[ ŦǳƴŎǘƛƻƴǎΦ 

¶ Chapter 6: Provides state-of-the-art research and initial solution design for the Intent engine 
included in the 5G-CLARITY άLƴǘŜƭƭƛƎŜƴŎŜ ǎǘǊŀǘǳƳέΦ 

¶ Chapter 7: Summarizes and concludes this document. 

  



D4.1 ς Initial Design of the SDN/NFV Platform and Identification of Target 

        5G-CLARITY ML Algorithms 

21 
5G-CLARITY [H2020-871428] 

 Management Platforms for Private Networks  

2.1 Virtualization of Compute and Transport infrastructure in private networks  

This section aims to provide an overview on the virtualization of cloud computing and transport technologies 

within the scope of the 5G-CLARITY ecosystem. For this, the most popular open source computing platform 

solutions and Software Defined Networking (SDN) controller technologies are listed. 

 State of the art 

 Virtualization on compute infrastructures  

Cloud computing is the delivery of on demand computing services including servers, storage, databases, 

networking, applications and processing power over the Internet (on a pay as you go basis) to offer faster 

innovation, flexible resources, and economies of scale. Cloud computing platforms are integrated tools that 

provide management of cloud environments. These tools incorporate self-service interfaces, provisioning of 

system images, enabling metering and billing, and providing some degree of workload optimisation through 

established policies. This enables user to issue a request through a Cloud Controller to provision a virtual 

infrastructure somewhere on available resources within a Data Centre (DC). The Cloud Controller provides 

the central management system for cloud deployments. The most popular open source computing platforms 

are OpenStack and Kubernetes. 

OpenStack [4] is a cloud operating system that offers an open source cloud computing platform for 

infrastructure as a service (IaaS) for both public and private clouds, where virtual servers and other resources 

are made available to users. OpenStack controls large pools of compute, storage, and networking resources 

in a DC, where all of them are managed and provisioned through APIs with common authentication 

mechanisms. These components are accessible through a unique dashboard that gives administrators 

complete control while empowering the end users to provision resources through a web interface. All 

OpenStack source code is available under an Apache 2.0 license. 

OpenStack has a modular design that enables integration with legacy and third-party technologies. It is built 

on a shared-nothing, message-based architecture with modular components, each of which manages a 

different service. These services, together, instantiate an IaaS Cloud. OpenStack is composed of 10 key 

components. The primary component is the Nova compute service, which allows the end user to create and 

manage large number of virtual servers using the machine images. Nova is based on a modular architectural 

design where services can reside on a single host or, more commonly, on multiple hosts. OpenStack 

provisions and manages large networks of Virtual Machines (VMs) through open source libraries such as 

libvirt [5], where each VM requires its own underlying Operating System (OS) to run over a virtualized 

resource. The main disadvantage of a VM is that it can take up a lot of system resources. Each VM runs not 

just a full copy of an operating system, but a virtual copy of all the hardware that the operating system needs 

to run. This quickly adds up to a lot of RAM and CPU cycles. That is still economical better when compared 

to running separate actual computers.  

Kubernetes [6] is a portable, extensible, open-source platform for managing containerized workloads and 

services, which empowers organizations to build and run scalable applications in modern, dynamic 

environments (i.e. public, private, and hybrid clouds). It works with a range of container tools, including 

Docker. Kubernetes defines a set of building blocks (primitives), which collectively provide mechanisms that 

deploy, maintain, and scale applications based on CPU, memory or custom metrics. Many cloud services 

offer a Kubernetes-based platform or infrastructure as a service (PaaS or IaaS) on which Kubernetes can be 

deployed as a platform-providing service. 
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Kubernetes includes services such as service architectures, infrastructure as a code, automation, continuous 

integration/delivery (CI/CD) pipelines, observability/monitoring tools, etc. Instead of VMs that requires its 

own underlying OS to run over a virtualized resources, Kubernetes is used to develop applications built with 

services packaged in containers, deployed as microservices and managed on elastic infrastructure through 

agile DevOps processes and continuous delivery workflows. Each container shares the host OS kernel and, 

usually, the binaries and libraries. This makes containers lighter weight than VMs where every instance has 

its own OS, binaries and libraries. In addition, containers only use the hardware resources that are needed 

at run- time, so there is no reservation of resources as in the case of VMs. Kubernetes is used as an industry 

de facto standard container orchestrator, which can be deployed either on the bare metal servers or on top 

of some virtualization technology. 

Public Cloud is a platform that uses the standard cloud computing model to make resources (e.g. virtual 

machines (VMs), applications or storage) available to users remotely. Public cloud allows for scalability and 

resource sharing, which is not possible for a single organization to achieve. Public cloud architecture is 

categorized by the service model, including: 

¶ Software as a service (SaaS), is a cloud model in which a third-party provider hosts application and 

makes them available to customers over the internet. 

¶ Platform as a service (PaaS), is a computing model in which a third-party provider delivers hardware 

and software tools to its users as a service. So, it allows an organization to develop software without 

needing to maintain the underlying infrastructure. 

¶ Infrastructure as a service (IaaS), in which a third-party provider offers virtualized computing 

resources, such as VMs and storage, over the internet or through dedicated connections. So, an 

organization outsources their entire DC to a cloud service provider. This model makes cloud adoption 

simpler.  

The main examples of Public Clouds are providers such as Amazon Web Services, Google Cloud Platform and 

Microsoft Azure, which offer pay-per-usage deals that allow organizations to pay only for the resources they 

use. 

Private Cloud is a cloud service that delivers similar advantages to public cloud, including scalability and self-

service, but through a private infrastructure. Unlike public clouds that provide service to multiple 

ƻǊƎŀƴƛȊŀǘƛƻƴǎΣ ǘƘŜ ǇǊƛǾŀǘŜ ŎƭƻǳŘ ƛǎ ŀ ǎƛƴƎƭŜ ǘŜƴŀƴǘ ŜƴǾƛǊƻƴƳŜƴǘΣ ǿƘƛŎƘ ŘƻŜǎƴΩǘ ƴƻǘ ǎƘŀǊŜ ǊŜǎƻǳǊŎŜǎ ǿƛǘƘ ŀƴȅ 

other organization. Resources can be hosted and managed in a variety of ways. Resources may be based on 

infrastructure already present in an organization's on-premise DC (managed and maintained by the 

organization internally) or on a separate infrastructure, which is provided by a third-party organization. 

Figure 2.1 shows the difference between public cloud and private cloud.  

 

Figure 2.1 Comparison of Private and Public cloud. 
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 SDN control of Ethernet transport technologies  

SDN is a network architecture that enables network programmability by means of decoupling the Control 

Plane (CP) from the User Plane (UP), and by means of using open interfaces.  As shown in Figure 2.2, the SDN 

architecture consists of three functional layers: infrastructure, control, and application. The infrastructure 

layer comprises a set of simple and low-cost network devices that can be configured and monitored through 

the southbound interface (SBI) by a logically centralized SDN controller (SDNC). The SDNC provides an 

abstraction of the network to the application layer. In this way, the SDN applications might consume network 

services and capabilities without being tied to their implementation details. The northbound interface (NBI) 

allows the interaction between the SDN applications and the SDNC. The SDN applications (e.g. telemetry, 

routing, firewalling, load balancing, policy enforcement, etc.) implement network intelligence. The SDN 

paradigm brings substantial benefits to network operators such as cost reduction, faster rollout of new 

services, and more granular service policies, among others. 5G-CLARITY considers Ethernet as the most 

relevant technology for providing enterprise networking services inside 5G private networks. Thus, we will 

focus on giving an overview of the SDN solutions for Ethernet-based transport technologies. More precisely, 

we will list the most representative existing frameworks and protocols for every SDN architectural 

component. 

 

Figure 2.2 Basic SDN architecture proposed by the Open Networking Foundation [210]. 

Table 2-1: Description of the Most Representative SDN SBIs Solutions. 

SBI Solution Description 

OF  

(OpenFlow) [7] 

Goal: Complete SBI to enable SDNC to control and monitor the forwarding plane devices. 

OF was defined by the Open Networking Foundation (ONF) and is considered the first 

SDN standard and de facto standard in SDN. 

Principle: Set of well-defined messages that enables an SDNC to add, remove, or update 

flow entries from the OF compliant switches. 

HAL  

(Hardware Abstraction 

Layer) [8] 

Goal: Solve OF compatibility issues in legacy network elements. 

Principle: Set of abstractions. Two sublayers: i) the Cross-Hardware Platform Layer 

(CHPL), and ii) the Hardware-Specific Layer (HSL). CHPL is in charge of node abstraction, 

virtualization and configuration processes. HSL discovers the specific hardware platform 

and performs the required specific configurations. 

POF  

(Protocol Oblivious 

Forwarding) [9] 

Goal: Protocol-agnostic forwarding devices and data-path enhancement with stateful 

instructions. 

Principle: To use a generic flow instruction set (FIS) 
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OpenState [10] 

Goal: Reduce OF signalling overhead and SDNC processing load. 

Principle: To leverage the Extended Finite State Machine (XFSM) to implement different 

stateful tasks inside the network devices (e.g. port knocking and MAC learning). 

P4 [11] 

Goal: Make OF more generic (protocol-agnostic) 

Principle: Flexible mechanism to parse packets and match header fields. It includes a 

programmable parser to define new headers. Unlike OF, it supports the parallelization 

of the Match and Action stages. 

PAD (Programming 

Abstraction Datapath) 

[12] 

Goal: Expose capabilities of network processors through a simple DP forwarding model 

valid for different types of networking hardware (e.g., programmable network 

processors, CPUs, optical devices, GEPON, DOCSIS). 

Principle: Creation of a library-based interface for managing and controlling DP protocols 

and DP functions. 

DevoFlow [13] 

Goal: Reduce OF signalling overhead 

Principle: The SDNC is only in charge of targeted and significant flows. The provision of 

aggregated flow statistics (this requires significant changes in the switch ςcostly-).   

OvSDB  

(Open vSwitch Database 

Management Protocol) -

RFC 7047- [14] 

Goal: Complement OF with management and configuration capabilities out of OF scope. 

Principle: Management and configuration interface for long timescale operations (e.g., 

C/M/D of OF data-paths, configuration of a set of SDNCs, configuration of a set of 

managers, C/M/D of ports) in Open vSwitch. 

OF-CONFIG 

(ONF-TS-016) [15] 

Goal: Companion protocol to OF for configuring the OF operational context.     

Principle: Management and configuration interface for long timescale operations (e.g., 

OF controllers to OF DPs assignment, switch port enabling/disabling). 

ForCES (Forwarding and 

Control Element 

Separation) [16] 

Goal: SDN framework and SBI defined by IETF as an alternative to OF. 

Principle: A Network Element (NE) consists of Control Elements (CEs) and Forwarding 

Elements (FEs). A CE controls an NE via the ForCES protocol. This protocol also allows CEs 

to control and manage any ForCES-modelled FE. The FE abstraction models can be 

flexibly defined by the developers using the modelling language ForCES model. 

OpFlex [17] 

Goal: Proprietary SBI defined by Cisco through an IETF draft. 

Principle: OpFlex is based on a declarative policy information model, i.e., policy and 

management are centralized, whereas intelligence and control are distributed. There is 

a centralized Policy Repository (PR) that contains the policies and communicates with 

policy elements via OpFlex protocol. However, OpFlex does not include the functionality 

of programming the network from a centralized controller. 

NetConf 

(Network Configuration 

Protocol) 

-RFC 6241- [18] 

Goal: SBI intended to provide to provide a programmatic interface to the device that 

closely follows the functionality of the device's native interface. 

Principle: NetConf employs Remote Procedure Call (RPC) paradigm to realize the 

operations. It is a simple protocol for installing, manipulating, and deleting the 

configuration of network devices. It employs an Extensible Markup Language (XML)-

based data encoding for the configuration data and the protocol messages. 

SRv6 

(Segment Routing IPv6) 

[19] 

Goal: To provide a flexible and scalable mechanism for realizing source routing, i.e., the 

routing decisions are taken at the source and encoded in the packet header. 

Principle: Segment routing enables the addition of state information (a list of Segments) 

to packet headers. A Segment might instruct the packet steering over a given path or the 

packet delivery to a given service. This feature reduces the overhead at network devices 

and simplify and accelerate the service setup. 

Among the SBIs listed in Table 2-1, 5G-CLARITY will focus on OF, OvSDB and NetConf to manage wireless and 

transport devices inside private venues. 
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In contrast to SBI, there has been little standardization effort for the NBI definition. The reason behind this 

might be the heterogeneity needs of the control and management applications and their dependence on the 

specific scenario. Despite this, most of the SDNCs include support for RESTful APIs, which employ HTTP 

requests, as NBI. Table 2-2 includes a comparison of commonly used open-source SDNCs, where their 

supported NBIs are listed. It shall be mentioned that these open-source controllers are used as a basis of 

many commercial SDN solutions provided by telecom equipment vendors. 

Table 2-2: Qualitative Comparison of Popular Open Source SDNCs. 

Controller Characteristics 

ONOS  

(Open Network 

Operating System) 

[20] 

Description: Leading open source SDNC controller to build carrier-grade solutions targeted 
for service provider networks. 
Features: Web-based GUI, modular, easily extensible, horizontally scalable, telemetry 
support through pluggable modules, and resiliency through replication.  
Supported SBIs: OpenFlow, P4, NetConf, TL1, SNMP, BGP, RESTCONF, OvSDB, and PCEP. 
Supported NBIs: gRPC and RESTful APIs. 
Programming Language: Written in Java. 
Community: Linux Foundation Networking 

ODL  

(OpenDayLight) [21] 

Description: Open platform for customizing and automating networks of any size and scale. 

It was designed from the outset as a foundation for commercial solutions addressing wide 

range of use cases. It is suitable for SD-LAN and Cloud Integration spaces. 

Features: Web-based GUI, Modular, easily extensible, model-based approach (it requires a 

global, in-memory view of the network for logic computations), limited telemetry 

functionality, and resiliency through replication.  

Supported SBIs: OpenFlow, P4, NetConf, SNMP, BGP, RESTCONF, OvSDB, and PCEP. 

Supported NBIs: gRPC and RESTful APIs. 

Programming Language: Written in Java 

Community: Linux Foundation Networking. This project has the largest community support 

of all open source SDN controllers. 

OpenKilda [22] 

Description: Highly scalable SDNC architected from the ground up from web-scale 

technologies. It was devised to manage unreliable CP spanning across multiple carriers over 

long distances. It is successful in a distribution production environment. It combines 

Floodlight (SDNC), Kafka (message bus for telemetry), Apache Storm (storm-based cluster of 

agents for processing), OpenTSDB (data storage and analysis). 

Features: GUI, Modular, easily extensible, highly scalable, native support for telemetry, and 

resiliency through replication.  

Supported SBIs: OpenFlow 

Supported NBIs: RESTful APIs. 

Programming Language: Written in Java. 

Community: Much of the development and maintenance burden to its current users. 

Ryu [23] 

Description: Ryu is a component-based defined networking framework. It provides software 

components with well-defined API. Ryu can be regarded as a toolbox, with which SDNC 

functionality can be built.  

Features: Modular, easily extensible, no built-in clustering capability, no built-in telemetry 

functionality.  

Supported SBIs: OpenFlow, NetConf, OF-Config, and partial support of P4 

Supported NBIs: RESTful APIs. 

Programming Language: Written in Python 

Community: Active community developing the framework, it is well supported. 

Faucet [24] 
Description: Compact OF SDNC, which enables network operators to run their networks the 

same way they do server clusters. Faucet moves network control functions to standard 

server-based software where those functions are readily manageable and extensible with 
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common systems management approaches. It is built on top of Ryu, it includes two SB 

connections to the DP. One for configuration updates, the other (Gauge) for collecting and 

transmitting state information. 

Features: Modular, easily extensible, lightweight and highly scalable, built-in telemetry 

functionality, no built-in mechanisms for availability.  

Supported SBIs: OpenFlow 1.3 and support for feature such as VLANs, IPv4, IPv6, static, and 

BGP routing, port mirroring, policy-based forwarding and ACLs matching. 

Supported NBIs: YAML configuration files to track the target system state. It opens the SDN 

to administration by well-understood CI/CD pipelines and testing apparatus.   

Programming Language: Written in Python. 

Community: Active community developing the framework and it is well supported. 

Regarding commercial SDN controllers, there are plenty of solutions out there. As a general rule, every 

vendor has its own solution. Many of these solutions are built on top of open source SDN controllers. Table 

2-3 includes the primary functionalities of three commercial SDNCs from top telecom equipment vendors. 

Table 2-3 Qualitative Comparison of Some Popular Commercial SDNCs. 

Vendor/Controller or 

SDN Solution 
Product Description 

Ericsson / Ericsson Cloud 

SDN [25] 

Network virtualization solution that provides connectivity for virtual, physical and 

container-based workloads. It combines an industrialized OpenDayLight controller with 

advanced routing capabilities. 

Key features:  

¶ Open: It is aligned with ETSI architecture and is based on open-source software 

(e.g., OpenDayLight and OVS). Integrated with OpenStack via standard APIs. 

¶ Enables Network Automation and Layer 3 services. 

¶ Developed and hardened for telecom grade deployments. 

Huawei / Huawei Cloud 

SDN Solution  

(Agile Controller) [26] 

Intended to large-scale data center networks. For NBIs, it uses RESTful APIs. For SBIs, it 

uses OpenFlow, OVSDB, and NetConf. 

Key features: 

¶ Automatic deployment. 

¶ Refined O&M. 

¶ Highly Reliable Clusters. 

¶ Open architecture. 

¶ Service-based network model customization. 

¶ Easy-to-use GUI for management. 

¶ Enables the rollout of new services within minutes. 

¶ Easy integration with mainstream cloud platforms. 

NEC / PF6800 

Programmable Flow 

Controller [27] 

Three operation modes: i) OpenFlow Switch Fabric (OSF) which is an OF-based virtual 

network solution for switch control; ii) edge automation that employs traditional 

protocols for switch control; and iii) Hybrid mode that combines OSF and edge 

automation.   

Key features: 

¶ Easy-to-use management interface and drag-and-drop configuration. 

¶ Optimized and automated path selection with zero packet loss. 

¶ Telemmetry (accesible via a GUI). 

Among the existing open-source and commercial SDN controllers 5G-CLARITY will favor ONOS and 

OpenDayLight that are the most widely adopted open source solutions. 
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Regarding the management plane (MP) of SDN networks, there are several proposed reference models such 

as TAPI (Transport API) [28], ACTN (Abstraction and Control of Traffic engineered Networks) [29], and COP 

(Control Orchestration Protocol) [30] that abstract the control plane functions of the SDN network. These 

reference models typically define a basic set of management services (e.g., topology service, connectivity 

service, inventory service, path computation service, virtual network service, and notification service) to 

facilitate the automation of the SDN network operation, deal with the heterogeneity of NBIs, and realize the 

concept of Transport Network as a Service (TNaaS). By way of illustration, the ACTN framework is a set of 

management a control functions defined by the IETF Traffic Engineering and Signalling Working Group. ACTN 

enables the abstraction of the underlying physical topology of the SDN forwarding plane and cross-domain 

coordination within the SDN networks. In this way, ACTN enables the customer to create and operate virtual 

transport networks, while hiding the complexity of the underlying infrastructure. There is an ongoing project 

for developing ACTN reference model with ONOS [31]. 

Last, it is noteworthy to mention, there are several private network scenarios such as Industry 4.0 demanding 

deterministic Quality of Service (QoS). In this vein, IEEE 802.1Q Time-Sensitive Networking (TSN) standards 

appear as a promising option. The TSN standard is a converged Layer 2 network technology able to provide 

stringent deterministic QoS in terms of reliability, E2E latency and jitter, and frame loss. In the same way, 

Deterministic Networking (DetNet) is an IETF ongoing standardization effort to ensure deterministic QoS in 

Layer 3. TSN and DetNet define SDN like architectures for controlling the DP network devices. There are 

proposals in the literature for the integration of the TSN centralized CP and standard SDN. 

2.2 Orchestration frameworks for private networks 

 State of the art 

NFV MANO (network functions virtualization management and orchestration) is an architectural framework 

for managing and orchestrating virtualized network functions (VNFs) and other software components [32]. 

The European Telecommunications Standards Institute (ETSI) Industry Specification Group (ISG NFV) defined 

the MANO architecture to facilitate the deployment and connection of services as they are decoupled from 

dedicated physical devices and moved to virtual machines (VMs). The focus of NFV MANO is highlighted in 

Figure 2.3. NFV MANO is broken up into three main functional blocks:  

¶ NFV Orchestrator (NFVO) is responsible for: 1) on-boarding of new network service, VNF forwarding 

graph and VNF packages, 2) NS lifecycle management (including instantiation, scale-out/in, 

performance measurements, event correlation, termination), 3) global resource management, 

validation and authorization of network functions virtualization infrastructure (NFVI) resource 

requests and 4) policy management for NS instances. 

¶ VNF Manager (VNFM) is responsible for lifecycle management of VNF instances, and overall 

coordination and adaptation role for configuration and event reporting between NFVI and the 

traditional element / network management system (E/NMS). 

¶ Virtualized Infrastructure Manager (VIM) is responsible for controlling and managing the NFVI 

ŎƻƳǇǳǘŜΣ ǎǘƻǊŀƎŜ ŀƴŘ ƴŜǘǿƻǊƪ ǊŜǎƻǳǊŎŜǎΣ ǿƛǘƘƛƴ ƻƴŜ ƻǇŜǊŀǘƻǊΩǎ ƛƴŦǊŀǎǘǊǳŎǘǳǊŜ ǎǳō-domain, as well 

as collection and forwarding of performance measurements and events. 

These blocks are responsible for deploying and connecting functions and services when they are needed 

throughout the network. Such capabilities allow to launch and manage E2E services in minutes, instead of 

hours. It also enables a new range of features such as agile service provisioning, multitenancy, software 

controlled and dynamic management, on demand service-oriented resource allocation, universal multi 

access, and integration and interoperability among different network resources. In this ecosystem, the NFV 

MANO framework is an essential enabler to ease and realize 5G vision. 
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Figure 2.3 NFV MANO framework. 

To handle its responsibilities the NFV MANO framework includes a group of repositories, namely NS catalog, 

VNF catalog, NFV Instances and NFVI resources. In addition to MANO internal functional blocks, there are 

two important external elements, the EMS and OSS/BSS, continuously exchange information with the MANO 

framework in order to meet the expected operational requirements.  

NFV entities to deploy and manage by MANO framework are listed below:  

¶ Network Service (NS) described by its descriptor file, orchestrated by NFVO. It may cover 1 or more 

VNF Graphs, VNFs and Physical Network Functions (PNFs) 

¶ VNF Forwarding Graph (VNF-FG) described by its descriptor file, orchestrated by NFVO. It may cover 

VNF-FGs, VNFs and NFs. 

¶ Virtualized Network Function (VNF) described by its descriptor file, instantiated by the VNF Manager. 

It covers VNF components (VNFC) each mapped to a VM described with the Virtual Deployment Unit 

descriptor. 

Information in the NFV entities is structured into information elements, which may contain a single value or 

additional information elements that form a tree structure. Information elements can be used in two 

different contexts: as descriptors or as run-time instance records. Next, we describe the main descriptors 

defined by ETSI NFV: 

¶ Network Service Descriptor (NSD) is referencing all other descriptors, which describe components 

that are part of that NS. 

¶ VNF Descriptor (VNFD) describes a VNF in terms of its deployment and operational behaviour 

requirements. It also contains connectivity, interface and virtualized resource requirement. 

¶ VNF Forwarding Graph Descriptor (VNFFGD) describes a topology of the NS or a portion of the NS, 

by referencing VNFs and PNFs and Virtual Links that connect them. 

¶ Virtual Link Descriptor (VLD) describes the resource requirements that are needed for a link 

between VNFs, PNFs and endpoints of the NS, which could be met by various link options that are 

available in the NFVI. 
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¶ Physical Network Function Descriptor (PNFD) describes the connectivity, interface and KPIs 

requirements of virtual links to an attached physical network function.  

¶ Virtualisation Deployment Unit (VDU) describes the deployment and operational behaviour of a 

subset of a VNF, or the entire VNF if it was not segmented in subsets. A VDU is deployed as a VM in 

the VNF. 

ETSI NFV MANO Orchestration Platform 

Next, existing ETSI NFV MANO orchestration platforms are analysed to see if there is possibility to adopt 

them in the specific context of 5G-CLARITY. The main ETSI NFV MANO orchestration platforms are: 

Open Baton is an open source platform that provides a comprehensive implementation of the ETSI NFV 

MANO specification [33]. The main features and components of Open Baton are 1) a NFVO; 2) a generic 

VNFM that manages VNF life cycles based on the VNF description; 3) an Auto-scaling engine which can be 

used for automatic runtime management of the VNFs; 4) a fault management system for automatic 

management of faults; 5) an SDK comprising a set of libraries that could be used for building a specific VNFM; 

and 6) a dashboard for managing the VNFs. Open Baton is currently using OpenStack as first integrated NFV 

point of presence (PoP) VIM, supporting dynamic registration of NFV PoPs and deploys in parallel multiple 

slices, one for each tenant, consisting of one or multiple VNFs. Through this functionality, the orchestrator 

provides a multi-tenant environment distributed on top of multiple cloud instances. 

Cloudify is an open source TOSCA-based orchestration platform [34], which is designed to fit as an NFVO and 

a generic VNFM. VNFs and PNFs are modelled using the TOSCA language and on-boarded to Cloudify. 

Cloudify model driven Design allows operators to build VNF descriptors and network service descriptors and 

manage the lifecycle of the network service. By its very nature, Cloudify Blueprints might be considered as 

the NS and VNF catalog entities defined by MANO. Cloudify is aligned with the MANO reference architecture 

but not fully compliant. 

Tacker is an official OpenStack project [35] that builds a generic VNFM and a NFVO to deploy and operate 

network services and VNFs on an NFV infrastructure platform like OpenStack (at this moment, the multi-VIM 

is not supported, as Tacker only supports OpenStack). It is based on ETSI MANO architectural framework and 

provides a functional stack to Orchestrate Network Services E2E using VNFs. 

Open Network Automation Platform (ONAP) [36] provides a platform for real-time, policy-driven 

orchestration and automation of physical and virtual network functions, which allows providers and 

developers to automate new services and support lifecycle management. The orchestration stack on ONAP 

provides for service delivery, change, scaling controller instantiation and capacity management across both 

the application and network controllers. 

Open Source MANO (OSM) [37] is an operator-led ETSI community effort that is delivering a production 

quality open source Management and Orchestration (MANO) stack aligned to the ETSI NFV information 

models and that meets the requirements of production NFV networks. OSM provides a solution for 

onboarding and instantiation of network services including VNFs for different use cases in the virtual and 

physical network elements. It is also covering all the aspects of network service life-cycle management and 

network function life-cycle management. OSM takes a huge step towards 5G network deployments and their 

E2E orchestration by telecom operators, making it an ideal choice for 5G scenarios and any kind of Network 

as a Service (NaaS) offer. The main and extended features of OSM are: 

¶ Provides a python-based client library and REST interfaces to enables access to all features, as well 

as a set of plugin models for integrating multiple monitoring tools and SDN controllers. 

¶ Provide dynamic creation of inter-datacentre connections across heterogeneous Wide-Area 

Networks (WANs). 

¶ Bringing complete support of 5G network slices for the cloud domain and cloud-native applications 
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to NFV deployments. 

¶ Expanding orchestration capabilities across transport, physical and hybrid networks. 

¶ Extended support of Service Function Chaining (SFC) monitoring capabilities, including VNF metrics 

collection; and support for physical and hybrid network functions, (PNFs and HNFs respectively). 

Summaries of the solutions demonstrate that most of existing orchestration tools are limited to the cloud 

domain and not dealing with RAN and transport network. In addition, the slicing and cloud-native 

applications are not tackled, so they do not explicitly handle solutions in the context of 5G-CLARITY project. 

Among others, the project has chosen to utilize the ETSI OSM for the orchestration as it is the only solution 

that provides required features to our project. 

Edge Computing Orchestration Framework 

Edge computing is an extension of cloud architectures to the edge of the network, close to the devices that 

produce and act on data. The value proposition of this new model is that: i) it can process data close to where 

they are collected thus minimizing processing latency; ii) it offloads gigabytes of network traffic from the 

core network; and, iii) it keeps sensitive data inside the network itself. Like in the cloud domain, edge 

resources require to be orchestrated and managed. Here, we are reviewing some orchestration frameworks 

that have been designed for edge computing: 

Open Network Edge Services Software (OpenNESS) is an open source software toolkit that enables the 

deployment of edge compute services on diverse platform and access technologies [38]. It supports the 

deployment of edge services in a network and can be extended in functionality into a commercial platform 

or be re-ǳǎŜŘ ǘƻ ŀŘŘ ŎŀǇŀōƛƭƛǘȅ ǘƻ ŜȄƛǎǘƛƴƎ ŜŘƎŜ ǇƭŀǘŦƻǊƳǎΦ hǇŜƴb9{{ ƛǎ ŘŜǎƛƎƴŜŘ ǘƻ ǊŜŘǳŎŜ ǘƘŜ άŘŜǇƭƻȅƳŜƴǘ 

ƛƳǇŜŘŀƴŎŜέ ŜȄǇŜǊƛenced by network operators, independent hardware vendors (IHVs), and independent 

software vendors (ISVs) in deploying edge services. To achieve this goal, OpenNESS provides a variety of 

features such as: 

¶ Exposes platform and hardware diversity to edge applications and orchestrators. 

¶ Supports the extension of public cloud services into the edge network, as well as the RAN 

technologies in the edge networks, including wire, Wi-Fi, LTE and 5G mobile networks. 

¶ Supports Artificial Intelligence (AI) and media computing application frameworks. 

¶ Supports edge applications and network edge application onboarding, as well as core networks.  

¶ Supports VM deployments on Kubernetes, OpenStack. 

ONF Aether is an open source Enterprise 5G/LTE Edge-Cloud-as-a-Service platform (ECaaS) [39], which 

provides mobile connectivity and edge cloud services for distributed enterprise networks, all provisioned 

and managed from a centralized cloud. Aether is optimized for multi-cloud deployments, and it 

simultaneously supports wireless devices over licensed, unlicensed and lightly licensed (CBRS) spectrum. It 

also can support mobility and edge services across a multi-site footprint as an elastic and scalable cloud 

service, simplifying deployment. Management is centralized in the cloud providing enterprise-wide visibility 

and a centralized dashboard for management. 

The described edge computing orchestration frameworks do not adhere to the NFV MANO architecture and 

information elements and therefore will not be considered in 5G-CLARITY , given that our focus is designing 

management frameworks for private networks that can be easily integrated with 5G public networks where 

NFV MANO is being used. 



D4.1 ς Initial Design of the SDN/NFV Platform and Identification of Target 

        5G-CLARITY ML Algorithms 

31 
5G-CLARITY [H2020-871428] 

2.3 Network slicing in private networks  

 State of the art  

 Legacy pre-slicing techniques 

Network slicing is a new concept brought in holistically within the new 5G paradigm in the Third Generation 

Partnership Project (3GPP) specification from Release 15 (Rel-15) onwards. However, to a very reduced and 

lesser extent, there have been certain network sharing and pre-slicing aspects since the early days of 3GPP 

Rel-9 specification, albeit more related to Quality of Service (QoS) management or network sharing aspects. 

a) QoS Class Identifiers (QCIs) and Guaranteed Bit Rate (GBR) 

 In [40] the LTE Rel-9 specifications already specified the concept of E2E QoS by means of the Evolved Packet 

System (EPS) bearer/ EPS-Radio Access Bearer (E-RAB) for E2E QoS control in the EPC/E-UTRAN architecture. 

The Service Data Flows (SDFs) mapped to the same EPS bearer receive the same bearer level packet 

forwarding treatment (e.g. scheduling policy, queue management policy, rate shaping policy, Radio Link 

Control (RLC) configuration, etc.). An EPS bearer/E-RAB is referred to as a GBR bearer if dedicated network 

resources related to a GBR value that is associated with the EPS bearer/E-RAB are permanently allocated at 

bearer establishment/modification. Otherwise, an EPS bearer/E-RAB is referred to as a Non-GBR bearer. This 

EPS bearer service layered architecture is depicted in Figure 2.4.   

The bearer level QoS parameters are QCI, Allocation and Retention Priority (ARP), GBR, and Aggregate 

Maximum Bit Rate (AMBR). The QCI is a scalar that is used as a reference to access node-specific parameters 

that control bearer level packet forwarding treatment. There is a one-to-one mapping of standardized QCI 

values to standardized characteristics. The ARP primary purpose is to decide whether a bearer establishment 

/ modification request can be accepted or needs to be rejected in case of resource limitations.  Each GBR 

bearer is additionally associated with the GBR, which is the bit rate that can be expected to be provided by 

a GBR bearer.  E2E resource allocations for GBR bearers are considered for admission control of new bearers 

to guarantee that bitrate. To an extent, the use of GBR and ARP could be considered as a primitive pre-slice 

resource reservation technique.  While GBR is used to guarantee the minimum data rate to be maintained 

to support by a single bearer, the User Equipment (UE)-AMBR and Access Point Name (APN)-AMBR are the 

maximum aggregated bitrates associated with a group of bearers per UE or APN respectively.  

 

Figure 2.4: EPS bearer service architecture.  
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b) APN  

From [41]  a UE can be connected to more than one Packet Data Network (PDN) for different types of services, 

ŦƻǊ ŜȄŀƳǇƭŜ ǘȅǇƛŎŀƭƭȅ ¦9ǎ Ŏŀƴ ǳǎŜ ŘƛŦŦŜǊŜƴǘ !tb ŀǎǎƻŎƛŀǘŜŘ ǘƻ ǘƘŜ ŘƛŦŦŜǊŜƴǘ t5bǎ ǎǳŎƘ ŀǎ άƛƴǘŜǊƴŜǘέ ŦƻǊ 

ƴƻǊƳŀƭ ƛƴǘŜǊƴŜǘ ƻǊ άƛƳǎέ ŦƻǊ ±ƻ[¢9 ǎŜǊǾƛŎŜǎΦ ¢Ƙƛǎ Ǉƻǎǎƛōƛƭƛǘȅ ǘƻ ǎŜǇŀǊŀǘŜ ǎŜǊǾƛŎŜǎ ƻƴ ŀƴ !tb ōŀǎƛǎ ŎƻǳƭŘ ŀƭǎƻ 

ōŜ ǎŜŜƴ ŀǎ ŀ ǿŀȅ ǘƻ άǎƭƛŎŜέ ǘƘŜ ǎŜǊǾƛŎŜǎ ƻŦ ǘƘŜ ƴŜǘǿƻǊƪΦ ²ƛǘƘƛƴ ǘƘŜ !tbΣ ǘƘŜ ŀōƻǾŜ 9н9 vƻ{ ŦǊŀƳŜǿƻǊƪ ƛǎ 

applied. 

c) Network Sharing: Multi -Operator Core Network (MOCN) 

In [42] the defined network sharing architecture allows different core MNOs to connect to a shared radio 

access network. This network sharing can either be implemented as Multi-Operator Core Network (MOCN), 

i.e., with Non-Access Stratum Node Selection Function (NNSF) within the eNodeB, or GateWay -GateWay 

Core Network (GWCN), i.e. with NNSF within the EPC. MOCN enables not only the possibility to support 

neutral host use cases where the eNodeB connects different MNO subscribers to each participating MNO 

EPC based on the PLMNID used during registration, but also the support of pure S1-Flex configurations for 

load sharing between different pools of Mobility Management Entities (MMEs) and Serving Gateways (SGWs) 

for single MNO use cases. Multi-operator RAN (MO-RAN) is a special case of network sharing whereby the 

Radio Units (cells) are fully dedicated to each MNO normally using their own licensed spectrum, but all the 

underlying mechanisms used to support it (e.g. broadcasting multiple PLMNIDs, NNSF, etc.) are the same as 

for MOCN. 

d) Dedicated core network selection function (DECOR)/enhanced DECOR (eDECOR) 

DECOR was part of 3GPP Rel-13 [43]  and 3GPP Rel-14 (eDECOR) to provide a finer grained granularity for 

differentiated services within a PLMNID [44]. DECOR enabled the EPC selection function within the PLMNID 

for different types of subscribers associated to different Dedicated Core Networks (DCN). The purpose with 

a dedicated core network may be to provide specific characteristics and/or functions or isolate specific UEs 

or subscribers, e.g. machine-to-machine (M2M) subscribers, subscribers belonging to a specific enterprise or 

separate administrative domains, etc. The main architecture enhancements are to route and maintain UEs 

in their respective dedicated core network, i.e. for UEs with assigned DCN. DECOR introduced UE usage type 

parameter in Home Subscriber Server (HSS) and signalling procedures to define which DCN (i.e. service) a 

specific UE should be attached to, within the same PLMNID.  eDECOR enhanced DECOR with assistance data 

to UE so that Non-Access Stratum (NAS) Initial UE message re-routing is not needed.  

 Network slicing concept 

bŜǘǿƻǊƪ ǎƭƛŎƛƴƎ Ƙŀǎ ŜƳŜǊƎŜŘ ŀǎ ŀ ǎƻƭǳǘƛƻƴ ǘƻ ŜŎƻƴƻƳƛŎŀƭƭȅ ǇǊƻǾƛŘŜ ǘƘŜ ǘŜƴŀƴǘǎΩ ǳǎŜ ŎŀǎŜǎ ƻǾŜǊ ŀ ŎƻƳƳƻƴ 

infrastructure. For this reason, the main Standard Developing Organizations (SDO) have taken the leadership 

role on analysing the concept of network slicing as well as standardizing its management and orchestration 

mechanisms. A brief description of SDO contributions on network slicing can be found in 5G-CLARITY 

deliverable D2.2 [45]. Below, we provide an insight into the network slicing contributions related to multi-

Wireless Access Technology (WAT) networks and private networks. Finally, we also provide a brief 

description about the latest advances on slicing. 

 Radio Access Network (RAN) slicing for multi-WAT networks 

Thanks to network slicing, 5G systems are expected to be flexible infrastructures where slices are created 

with appropriate isolation and optimized characteristics to address the requirements of a specific application. 

This is especially relevant for the RAN, where resources are expensive, scarce and cannot be overprovisioned. 

Focusing on RAN slicing, the slices run on top of the wireless platform which contains radio hardware and 

the set of infrastructure resources. A RAN slice can be seen as a particular RAN behaviour, and it has to be 

designed in order to meet specific RAN capabilities and networks characteristics required by different 
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services associated with a given Single-Network Slice Selection Assistance Information (S-NSSAI) and Public 

Land Mobile Network (PLMN). According to [46], network slicing in RAN must concern about a series of key 

principles such as RAN awareness of slices to make distinctions in traffic handling in accordance to different 

network slices requirements; the slice availability; and the correct resource management and isolation 

between them. Different works available in the literature have addressed the isolation and the radio 

resource management between RAN slices [47], [48]. 

From a functional perspective of RAN slices, their radio functionalities are gathered in gNodeB (gNBs). These 

gNBs split their functionalities into Distributed Units (DUs) and Centralized Units (CUs). The DU comprises 

lower-layer functionalities and might be partially implemented as VNFs in micro servers while the CU 

comprises higher-layer functionalities and might be totally implemented as VNF in an edge cloud. This 

functional split allows to benefit from the processing centralization and ease the aggregation of multi-WAT, 

e.g. Wi-Fi and LiFi, over common functionalities. 

Among the existing works in addressing RAN slicing in non-3GPP access networks, [52] introduces a resource 

slicing scheme which realizes autonomic management and configuration of virtual Access Points (AP) in a LiFi 

attocell access network based on service providers and their user service requirements. This scheme 

comprises of traffic analysis and classification, a local AP controller, downlink and uplink slice resource 

manager, traffic measurement, and information collection modules. The proposed resource slicing scheme 

collects and analyses different applications traffic statistics supported on the slices defined in each LiFi AP 

and distributes the available resources fairly and proportionally among them. In [53], RAN slicing in Wi-Fi 

networks is addressed where a scheduling algorithm that allocates airtime to a set of virtual interfaces 

executing on the same or in different physical radios is developed.  

5G-CLARITY will advance the SotA by considering network slices supporting radio access technologies beyond 

5GNR, i.e., Wi-Fi and LiFi. Furthermore, 5G-CLARITY goes beyond the SotA by developing a RAN slice 

orchestrator able to cope with radio frequency resources (licensed and unlicensed spectrum) and LiFi 

resources. 5G-CLARITY slices will have to deal with multi-connectivity features supporting the Access Traffic 

Steering, Switching and Splitting (AT3S) function, which oversees traffic steering between 3GPPP and non-

3GPP accesses [54]. 

 Network slicing solutions for private networks from 5G-PPP projects 

Working in parallel with SDOs, 5G-PPP Phase 3 projects consider the SDO solutions for network slicing and 

provide novel contributions to that field. Within this phase, two groups are relevant to the 5G-CLARITY  scope 

as shown in Figure 2.5,  a) infrastructure projects (ICT-17 call), i.e. 5G-VINNI, 5G-EVE and 5GENESIS, and b) 

vertical use case projects (ICT-19 call), i.e. 5GSMART, 5G-TOURS, FULL5G, 5G!DRONES, 5GROWTH, 5G-HEART, 

5GSOLUTIONS, 5G-VICTORI [1]. On the one hand, ICT-17 projects provide a pan-European large-scale 5G 

validation network infrastructure that demonstrates how key 5G Key Performance Indicators (KPIs) can be 

met, accessed and used by industry verticals to set up research trials of innovative use cases, testing and 

validating specific applications that depend upon those KPIs. On the other hand, ICT-19 projects aim the 

technical and business validation of 5G technologies from the verticalǎΩ viewpoint, following a field-trial-

based approach on vertical specific private venues, e.g., factories, campus, etc.  
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Figure 2.5: Overview of relevant 5G-PPP Phase III projects, and their relation as "public" (ICT-17) and "private" (ICT-

19) 5G networks [1]. 

Under this context, the network defined within the logical perimeter of a vertical-owned site (i.e., private 

network) usually consists of one (or more) network domain(s). The rest of the domains thus shall be provided 

an external network (i.e., public network) out of the logical perimeter of the vertical premises. To integrate 

both, the public and non-public networks, network slicing takes a key role. Specifically, with an ICT-17 site 

providing a given ICT-19 site with missing 5G components (e.g., 5G control plane, ICT-17 support application) 

and necessary connectivity (e.g., WAN connectivity) in the form of a dedicated Network Slice Subnet Instance 

(NSSI). By attaching this NSSI to the on-premises deployed components, the ICT-19 site can have an E2E 

Network Slice Instance (NSI) at his disposal. An illustrative example of this integration is depicted in Figure 

2.6.  

Focusing on the network slicing solutions provided by ICT-19 projects, most of them are in their infancy 

because only abstracted concepts have been developed at the moment of writing this deliverable. Other ICT-

19 projects such as 5G-TOURS and 5GROWTH have already provided more exhaustive details about their 

solutions for network slicing. Specifically, 5G-TOURS provides an efficient and reliable close-to commercial 

services for tourists, citizens and patients in three different types of cities: (a) the safe city where e-health 

use cases will be demonstrated; (b) the touristic city focused on media and broadcast use cases; and (c) the 

mobility-efficient city that brings 5G to users in motion as well as to transport related service providers [55]. 

To provide the vertical customers with a friendly interface to request and operate network slices, 5G-TOURS 

implements a service layer on the top of the management architecture. Specifically, this layer includes 

management mechanisms such as slice definition, creation, monitoring management and deletion by means 

of network slice blueprints. 5G-CLARITY will use the 5GT Vertical Slicer component from the 5G-Transfomer 

project (i.e., a 5G-PPP Phase 2 project) as a baseline to implement the network slice blueprint and the service 

layer [56].   
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Figure 2.6: Example of public and private network integration with network slicing (5G-CLARITY, 2020). 

5GROWTH aims to enable the uniform and automated deployment and operation of customized network 

slices for emerging use cases (e.g., Industry 4.0, transportation and energy on vertical premises). As the 

starting point, 5GROWTH inherits the 5G-TRANSFORMER architecture for managing network slices [57]. 

5GROWTH architecture is composed of three layers: 5GROWTH vertical slicer (5Gr-VS), 5GROWTH service 

orchestrator (5Gr-SO), and 5GROWTH resource layer (5Gr-RL). 5Gr-VS acts as entry point for verticals to 

request a custom network slice. It manages the mapping and translation between the requested vertical 

services (selected from the catalogue of Vertical Service Blueprints (VSB)) and a number of NSIs that are 

created on demand, by provisioning the associated NFV network services mediated through the 5Gr-SO. 5Gr-

VS also implements the functionalities to manage the lifecycle of the network slices and their network slice 

subnets that can be mapped into the Network Slice Management Function (NSMF) and Network Slice Subnet 

Management Function (NSSMF). 5Gr-SO is responsible for E2E orchestration of NS and lifecycle management. 

It provides both NS and resource orchestration capabilities to instantiate network slices within and across 

multiple domains. 5Gr-RL hosts all the compute, storage and networking physical and virtual resources 

where network slices and E2E services are executed.  

In a nutshell, the ICT-19 projects assume an integration of public and private networks to provide use cases 

required by the industry verticals. In these projects, network slicing is the key enabler to perform this 

integration. Furthermore, in order to automate the deployment and operation of the necessary network 

slices, AI and Machine Learning (ML) play a key role. In 5G-CLARITY, we do not only adopt these innovations, 

but we also give a step further by considering a scenario where the private venues have available multi-WAT, 

i.e., 5GNR, Wi-Fi and LiFi. The aim of using multi-WAT is to enhance the available capacity in the vertical 

premises [58]. 

 Latest advances on network slicing 

Some of the latest advances in network slicing such as multi-domain slicing, hybrid slicing and deep slicing 

are introduced below. 

a) Multi-domain slicing  

Multi-domain slicing refers to the slicing techniques that span across all the network domains, including RAN, 

core and transport domain. The network slices that embrace all the network domains are typically referred 
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to as E2E slices. 

In recent years, several solutions for network slicing were introduced in the literature, however, most of 

them focus on single domains. Specifically, early solutions have been focused on the core network, (e.g., 

[59]). Then came slicing solutions for the RAN and transport networks (e.g., [60] for RAN slicing and [61] for 

transport network slicing). However, neither of these solutions contemplate a network slice as an E2E 

solution. For this reason, the last advances on network slicing by the research community are focused on E2E 

solutions on several aspects. For example, in [62] POSENS is designed, which is a practical open source 

solution for E2E network slicing. This solution extends the SotA proposals by including in the prototype 

characteristics such as multi-slice UE, slice-aware RAN solution, and specific multi-slice MANO capabilities. 

Other works further focus on improving technical aspects on the management architecture for E2E slicing. 

For instance, [63] provides an implementation of an E2E network slice orchestration platform aiming at the 

evaluation of its performance in terms of dynamic deployment of network slices in an E2E fashion. They also 

discuss how the slice orchestrator functionality can be enhanced to better customize the network slices 

according to the needs of their respective service. Finally, some works provide mathematical frameworks to 

manage and orchestrate E2E slices, such as [64], in which a model to build a network slice request and map 

it into the infrastructure network is presented. The mapping process consists of the placement of VNFs and 

selection of link paths chaining them. In this solution, a complex network theory to obtain the topological 

information of slices and infrastructure network is also adopted.  

b) Hybrid slicing and deep slicing 

Hybrid slicing is a concept used to refer to those scenarios where the available radio resources are not 

allocated in static portions to the different slices. This means there is an amount of resources that is shared 

between slices that offer different kind of services as demonstrated in Figure 2.7. The distribution of these 

shared resources must be optimal according to the needs of the existing slices throughout their lifetime. 

Under this context, a dynamic resource allocation framework to facilitate RAN slicing among heterogeneous 

services is proposed [65]. It aims at jointly optimizing the bandwidth allocation and power consumption for 

IoT devices while satisfying the corresponding latency for sporadic ultra-Reliable Low Latency 

Communication (uRLLC) traffic arrivals and the quality of enhanced Mobile Broadband (eMBB) services as 

much as possible. Some radio resources are reserved for uRLLC and eMBB slices in advance, while others are 

shared according to the queue backlog to customize the frequency bandwidth slice.  

The concept of deep slicing was introduced in [66]. It refers to have any kind of service, any resource and 

any function wherever, in such a way that multiple stakeholders can be supported using one infrastructure. 

To achieve this goal, all the novel slicing techniques and technologies must be involved, such as E2E slicing, 

multi-domain slicing and proper slices scaling and isolation. 

5G-CLARITY will consider E2E slices in two different ways. First, the 5G-CLARITY management stratum 

described in deliverable D2.2 [45] will be able to deploy multi-domain slices within the private venue 

composed of multi-WAT, transport and compute services. Second, the 5G-CLARITY slices within the private 

venue may be complemented with slices offered over a public network. 
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Figure 2.7: Radio resource allocation for hybrid services.  Figure taken from [65]. 

 5G-CLARITY slicing model and realization  

A 5G-CLARITY slice is defined as an on-premise infrastructure slice, i.e., an isolated set of resources that are 

segregated from the private infrastructure for their delivery to separate tenants. This means 5G-CLARITY 

slicing enables isolation among tenants. Note that the use of network slicing in 5G-CLARITY differs from the 

one in 3GPP community, i.e., while for 5G-CLARITY it is multi-tenancy support, for 3GPP it is multi-service 

support (the ability to deliver tailored functionality for different services). Once a single 5G-CLARITY slice is 

delivered to a specific tenant, one or more customer-facing services could be provisioned using the set of 

resources (hereinafter referred as resource chunks) which comprises this 5G-CLARITY slice. These customer-

facing services (augmented reality applications, enhance positioning automated guided vehicles) could be 

modelled as one or more ETSI-NFV network services, i.e., a composition of NFs implemented as VNFs and a 

set of wireless and transport services configured on PNFs, as they will be defined later. The delivered 5G-

CLARITY slice could be deployed across different network domains, i.e., RAN Transport Network (TN) or Core 

Network (CN). This means the 5G-CLARITY slice has an E2E nature.  

Depending on the intended use of individual 5G-CLARITY slices, a tenant could be either: 

¶ A Communication Service Provider (CSP) / Digital Service Provider (DSP), either public or private: It 

uses the 5G-CLARITY slice as received from the private network operator, without further 

modifications. The CSP/DSP simply builds communication services on top of the slice.  With this setup, 

the services are entirely provisioned within the boundaries of the private venue.  

¶ A public network operator: It uses the 5G-CLARITY slice received from the private operator to define 

a new slice, with further functionality. The public network operator can then re-sell this slice to public 

or private CSP/DSPs, fostering B2B2X partnerships. The process of defining a new slice out of the 5G-

CLARITY slice can be done using two different approaches. On the one hand, the public network 

operator can deploy public VNFs on the private infrastructure, using the in-house resources 

managed by the private network operator, and attach these VNFs to the original 5G-CLARITY slice. 

Note that the resulting slice is also on the on-premise slice. On the other hand, the public operator 

can extend the original 5G-CLARITY slice to the PLMN, where the public operator can do further 

processing (e.g., aggregating public VNFs, or extend coverage). Unlike the first scenario, the resulting 
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slice is not an on-premise slice, as it includes PLMN resources. These off-premise resources are 

beyond the management scope of private network operator, and therefore of 5G-CLARITY system. 

¶ An hyper-scaler: It performs an equivalent tenant role as the public network operator, with the only 

difference that off-premise resources are not PLMN resources, but private cloud resources, e.g., 

Google Cloud, Amazon Web Services, Microsoft Azure. The consideration of this tenant is out of 5G-

CLARITY scope. 

Focusing on the resource chunk composition of a 5G-CLARITY slice, it can be seen as a tailored set of 5G-

CLARITY  resource-facing services, i.e., a) one or more 5G-CLARITY wireless services; b) one or more 5G-

CLARITY compute services; and c) one or more 5G-CLARITY transport services. These individual services could 

be flexibly combined to define a wide range of different 5G-CLARITY slices. These services are individually 

detailed below. 

A 5G-CLARITY wireless service represents the configuration that needs to be set on one or more APs or base 

stations from a specific WAT, in order to make them operationally ready for one 5G-CLARITY slices. 

Additionally, different WATs require the definition of separate 5G-CLARITY wireless services, thus the 

number of 5G-CLARITY wireless services in a 5G-CLARITY slice ranges from one to a maximum of three, i.e., 

LTE/5GNR, Wi-Fi and/or LiFi. Figure 2.8 shows an example of 5G-CLARITY slice with three different 5G-

CLARITY wireless services. If the WAT of a 5G-CLARITY wireless service consists of LTE or 5GNR APs, i.e., eNBs 

or gNB-DUs, these must be configured to radiate a given PLMN Identifier (PLMN ID). When the WAT of a 5G-

CLARITY wireless service consists of Wi-Fi or LiFi APs, these APs must be configured to radiate a given Service 

Set Identifier (SSID).  

A 5G-CLARITY compute service is a composition of VNFs, each providing a well-defined network functionality. 

This means a 5G-CLARITY compute service can be modelled as a single ETSI-NFV NS. Among the VNFs which 

a 5G-CLARITY slice comprises, a subset of them must implement the 3GPP functionality that is required to 

provide connectivity from end-user devices to a data network. The number of 5G-CLARITY compute services 

required by a given 5G-CLARITY slice depends on the modularity in the 5G-CLARITY slice design. The higher 

the modularity, the higher the number of compute services needed. For example, the VNFs providing the 

control plane functionalities of 5G CN, the UPF (along with the correspond vAPP) and the gNB-CU (along with 

the dRAX) could be modelled as separate 5G-CLARITY compute services (NSs provisioned each on a single 

site), or could be arranged into one single 5G-CLARITY compute service (a NS provisioned over multiple sites), 

or any combination in between. The former case is depicted in Figure 2.8. In this example, one network 

service deployed in the RAN cluster implements the gNB-CUs and the dRAX for a 5G-CLARITY slice. Other 

three network services deployed in the Edge cluster implement the CN control plane, and two UPFs (along 

with their vAPPs), respectively.  

A 5G-CLARITY transport service represents the configuration that needs to be set on TN devices in order to 

make them deliver the traffic from one or more 5G-CLARITY wireless services into one or more 5G-CLARITY 

compute services. TN could comprise Ethernet and/or Time-Sensitive Networking (TSN) switching devices. 

In 5G-CLARITY, the frames of each transport service will be uniquely signalled by using one or more 802.1Q 

VLAN tags.  
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Figure 2.8 Deployment example of an on-premise 5G-CLARITY slice. 

For a given 5G-CLARITY wireless/compute/transport service within a 5G-CLARITY slice, it is required to define 

the specific size for the resource chunk to be allocated for that 5G-CLARITY service. This amount of resources 

is referred to as resource quota. The definition of resource quotas for each 5G-CLARITY slice ensures their 

proper isolation during their lifetime. The definition of resource quota for each 5G-CLARITY slice must be 

detailed for each constituent 5G-CLARITY wireless/compute/transport service. We describe the meaning of 

resource quota for each 5G-CLARITY service as follows. 

A 5G-CLARITY wireless quota is the set of wireless resources (i.e., averaged over a time interval) which are 

allocated in each AP of a specific 5G-CLARITY wireless service. This quota could be strict or float. A strict 

quota means wireless resources are not allowed for other 5G-CLARITY slices even when they are not used 

by the defined 5G-CLARITY slice. A float quota means wireless resources could be allowed for other 5G-

CLARITY slices if they are not used by the defined 5G-CLARITY slices. When the WAT supported by the 

wireless service consists of LTE/NR APs, the wireless resources correspond to Physical Resource Blocks (PRBs). 

If the WAT supported by the wireless service consists of Wi-Fi APs, the wireless resources correspond to the 

percentage of airtime consumption. Finally, if the WAT supported by the wireless service consists of LiFi APs, 

the wireless resources are specific wavelengths and/or airtime on a wavelength. The 5G-CLARITY wireless 

quotas will be enforced through the multi-WAT non real time Controller (see section 2.3.2.1.1). 

A 5G-CLARITY compute quota is the set of virtualized computing, networking and/or storage resources from 

cloud infrastructures (e.g., the RAN and/or edge cluster) which are allocated for a 5G-CLARITY slice.  

¶ For virtualized computing resources, the 5G-CLARITY compute quota comprises a restriction on the 
number of virtualized CPUs, the number of virtualization containers (e.g., virtual machines) or the 
size of the virtual memory (i.e., virtualized RAM).  

¶ For virtualized networking resources, the 5G-CLARITY compute quota comprises a restriction on the 
number of public IP addressed, the number of ports and the number of subnets.  

¶ For virtualized storage resources, the 5G-CLARITY compute quota includes a limitation on the storage 
size, the number of snapshots and the number of volumes.  

To implement the 5G-CLARITY compute quota for each 5G-CLARITY compute service, a VIM project (i.e., 

OpenStack project) will be created. 














































































































































































































































